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I will emphasize four points in the
course of this discussion. First, ‘“Lin-
guistic Theory” is a psychological
theory: it accounts for a set of regular
psychological intuitions about sen-
tences. Second, stimulus-response as-
sociationism cannot account for the
structure of language or language
behavior: various attempts to offer
S-R models ag theories for part of
language structure are not only point-
less in principle but have been fruitless
in fact. Third, we cannot hope to learn
to understand verbal behavior by
studying experimental manipulation
of words: sentences are not special
cases of word sequences; on the con-
trary, words are special cases of sen-
tences. Finally, the reviews of recent
psycholinguistic investigations demon-
strate how little we understand the
principles of the interaction between
language structures and behavior.

What is a Linguist?

Today’s papers have drawn clearly
the distinction between the formal

1 The author is a Junior Fellow at Harvard
University and & Lecturer at M.ILT. This
work was supported by NASA Grant NsG-
496 and Air Force Contract No. AF 916(628)-
5705 and the Harvard Society of Fellows.
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analysis of language and the psycho-
logical reflection of that analysis in
actual speech behavior, I am reluctant
to add even more smoke to an already
congested problem, but some discussion
is necessary to understand the different
aspects of language study.

1 would like to show you that there
is no methodological conflict between
linguistics and psychology since both
approaches to language utilize two dis-
tinct types of facts: the structure which
underlies behavior and the actual im-
plementation of that structure. Cer-
tainly psychologists must include such
structural notions as word, senlence,
and ambiguity in their descriptions.
On the other hand, it has often seemed
as though linguists ignore all psycho-
logical facts in favor of so-called
“linguistic facts” about language and
that linguists are therefore concerned
only with “structure” and not with
“behavior.” But linguistic facts are
psychological since they are themselves
behavioral intuitions. Consider five
different “levels” of language which
linguistic theories have described sepa-
rately: sounds, words, phrases, sen-
tences, and meanings. Each of these
linguistic levels is differentiated intui-
tively from the others and has a par-
ticular kind of intuitively discovered
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unit. For example, we “know” that
cais, stack, cast, task, tacks, scat all make
use of the same sounds, independent of
their differences in meaning and word-
class. We “know” that look out and
outlook use the same words, that the
nice boy likes the nice girl and the nice
girl likes the mice boy use the same
phrases; that the boy, who ts nice, likes
the girl and the boy ts nice and likes the
girl are made up of the same sentences;
that the man is a bachelor and the man
has never been married share the same
semantic interpretation. Each of these
different kinds of “linguistic facts” have
been distinct in linguistic theories
(although not all theories attempt to
find a grammatical explanation for
every level). What I wish to emphasize
here is that linguists have fragmented
language into different kinds of de-
scriptive problems and that each prob-
lem is differentiated induitively from
the others.

It is not just the descriptive levels
which are -intuitively differentiated.
Recent advances in linguistic analysis
have depended on an intuitive limita-
tion of the kinds of facts at each level
which are to be explained by a theory
of language. Linguists intuitively sepa-
rate those facts which are pertinent to
the grammatical theory of language
(“langue,” “competence”) from those
pertinent to the use of language
(“parole,” “performance”) by actual
speakers®. In this way they mercifully
protect themselves from many of the
caprices imposed on language structure
by human performance.

The basic intuitive distinction form.
ally represented in modern linguistic
research is the separation of sequences
into sentences and “nonsentences”: an

? For discussion of this distinction in
the study of syntax and semantics see
de Saussure (1916); Chomsky (1957, 1965);
Fodor and Katz (1962); Bever, Fodor, and
Weksel (1985).

adequate grammar of a language is
by definition the grammar which pro-
duces the sentences of that language
and does not produce any nonsentences.
Linguistic theory must claim that the
sentences of the natural language and
those produced by the linguistic gram-
mar are identical. By assumption the
natural domain of linguistic theory is
the set of all intuitively well-formed
sentences: any systematic facts about
speech which are outside that domain
are by assumption part of the “perform-
ance” of the language.

The natural domain of linguistic
theory might have been defined to
include only more restricted kinds of
facts. For instance, the natural unit
to be explained by linguistic theory
might be defined as the phrase. In this
case any systematic analysis outside
the phrase would not be included within
the theory itself. The natural domain
of linguistic theory has sometimes been
even more restricted. Indeed, de Saus-
sure, the first modern proponent of the
distinction between the structure of
language and the use of language, held
that the essential linguistic unit is the
word and that the formation of phrases
and sentences is outside of the theory
of the language.

There is, of course, no formal way of
deciding which decision is most ap-
propriate. In general, as we discover
new types of theories for the formal
analysis of language, our goals for the
theory can expand. Thus one could
view the “langue” theory of the Cours®
as an explication of the phonological
and semantic nature of words and the
precise character of similarities and
differences among words. One could
further view the structuralist taxono-
mic phrase-structure approach of recent
American theory (see Bloomfield, 1933)
as a way of explaining the nature of

% de Saussure (1916)
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word-types and relations among thetm
in phrases, as well as offering a precise
characterization of similarities and dif-
ferences among phrases. Similarly, the
recent transformational developments
can be viewed as a way of explaining
the nature of phrases and relations
among them in sentences. as we}l a8
formally explicating the characteristics
of the similarities and differences
among sentences themselves.

I have given you this brief review c.)f
the course of the domain of linguistic
description to illustrate that'there is
no clear point where linguistic the9ry
stops and psychological theory bgglns.
There are, however, many arbitrary
lines which have been drawn by .lin-
guists in order to partition off the kinds
of facts about language which they felt
prepared to describe. In each case t}.lere
has been nothing formal or mysterious
about the division of facts about lan-
guage; the transformational gram-
. marian appeals to an intuition shared
by most of us about our language when
he claims that he will consider only
facts which pertain to complete sen-
tences. We all agree roughly on what
a sentence is, and no doubt we could
define psychological tests which 'will
distill most sentences most of the time.
However, the fact that there are no
generally used experimental procedures
for isolating sentences does not mean
that the distinction between sentences
sud nonsentences is psychologically
irrelevant or invalid. On the contrary,
in many cases the agreement on what
is (or is not) a sentence is larger than
for most behavioral distinctions. Even
if the agreement were much \Yea,ker
than it is, the point would remain t:,he
same—the linguist uses an introspective

behavioral criterion to choose among
his intuitions about the language he
is studying.

Before discussing further the nature
of this criterion, consider some of the

intuitions which modern grammarians
use to decide what data about sen-
tences are relevant for description.
The most important is: sentencehood
itself. Any sequence which meets the
intuitive criterion of sentencehood must
be included in the linguistic descrip-
tion. For example, the linguist agsumes
that (a) is a sentence which he must
describe and that (b) is not:

(a) George is & nice boy.
(b) Boy is a nice George.

Another intuition is that of mult.iple
interpretation (grammatical ambigu-
ity). A grammar must give-the sen-
tences in (c) alternate grammatical

structures.

{¢) (1) The patient will inherit every-
thing.
(2) They gave her dog candies.
(3) The duck is ready to eat.

Finally, the several levels of structural
relations among words in sentences
must be described. For instance, at the
surface phrase structure level in (d)
“dog” is more closely bound to
“candies” than in (e).

(d) They gave him dog candies.
(e) They gave his dog candies.

Similarly at the deep phrase structure
level the relation between “duck” and
“cat” is quite different in (f) and (g)-

(f) The duck is anxious to eat.
(2) The duck is tasty to eat.

I have gone through these familiar
kinds of examples because I want to
re-emphasize that there is noth}ng
formal in the decisions which linguists
make about their data. In fact, from a
formal point of view the whole process
is tremendously tenuous and for-
tuitous. The linguist must make va,ric?us
assumptions about the way in which
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his own intuitions reflect the knowl-
edge of his language: his intuitions
must be dependable, and they must
be qualitatively invariant over different
kinds of sentences. These assumptions
are simple and certainly appear to be
well founded, but they should not be
considered inviolate. It is quite con-
ceivable that the psychological reflec-
tion of grammar is inconsistent with
respect to the sentencehood of indi-
vidual sequences.
Such an inconsistency has been found
in the case of sentences with center-
embedded clauses. Insecticides exter-
minators professors recommend manufac-
ture fumigate apartments is phenomenol-
ogically absurd as an example of
English. General linguistic constraints
require, however, that a grammar
generate it (i.e., in order to be able to
generate sentences with one embedding,
e.g., Insecticides exterminators manufac-
ture fumigale apartments, the grammar
must allow any number of center-
embeddings). Thus the linguist claims
that sentences with two embeddings
may seem ungrammatical, but only as
a psychological illusion; it is a case for
which the usual intuitions about sen-
tencehood cannot be trusted. Ulti-
mately, the linguist is making a very
strong psychological claim: the phenom-
enological unacceptability of two-
center-embeddings is not related to the
structure of the language while the
unacceptability of sentences like (b) is
dependent on the language structure.

4 Another example of this occurs with
verb-particle separation. Surely we can say
(1) He called the girl up, but what about
(2) He called the not very nice or aliraclive
young girl whom you like anyway up? There
seems to be some kind of length restriction
on the object noun-phrase which can occur
between the verb and particle. At the moment
there is no satisfactory structural explanation
for this; that is, in order to be able to generate
acceptable sequences like (1), the theory must
also generate sequences like (2).
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Often the linguist uses extremely
subtle criteria in his decisions about
intuitions which he himself cannot
make explicit. Who can say that (h) is
grammatical but (i) is not?

(h) Personally, I don’t disagree with &
word he didn't ask you not to say.
(i) The whole group are here.

or which of fhe sentences (j)—(m) is
ambiguous and which is not?

(j) John will make a wonderful story-
teller.

(k) John will make a wonderful statue.
(I) John will make a wonderful rug.

(m) John will make a wonderful micro-
_ scope.

or whether the troops phrase is more
closely related to the preceding verb
in (n) than in (0)?

(n) The general defied the troops to
fight.

(o) The general desired the troops to
fight.

In each of these cases it is possible to
make fairly consistent decisions, and
this is whai linguists in fact do. I do
not doubt the self-consistency that a
person can achieve in these decisions,
but I doubt very much that he can
tell me what he’s doing.

In brief, a linguist utilizes the
strategy diagramed below—he assumes
that a speaker has a knowledge of his
grammar and that some of the struc.
tural distinctions in the grammar are
conststently reflected in his intuition
about sentencehood, structural rela-
tions, ambiguities, and so on. He uses
these consistent reflections in behavior
to decide what data about the language
he must describe (Diagram 1).

The data are themselves enumerated
by a grammar which meets the general
requirements of all grammars.
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Competence (Theory of the Linguistically
) - relevant
reflection of intuitions

competence in

linguistic intuitions)

In contrast a “psycholinguist” who is
concerned with generative grammar is
the complement of the corresponding
linguist. The linguist assumes that the
psychological reflection of structure is
stable and investigates the formal
structure. The psycholinguist assumes

The psychologist takes this analysis
in conjunction with a particular be-
havioral theory to predict new data.
In combination the entire scientific
process has the form of Diagram 3.

I perform this exercise in taxonomy
not because it is explanatory but be-

Linguistic + Principle Behavioral
(@) | competence of phenomena
behavior

that the formal structure is correct,
and he studies its psychological ramifi-
cations by combining the grammar of
a language with some general principle
of behavior to predict new facts about
language behavior (Diagram 2).

" This strategy uses the same assump-

cause it is instructive. In both linguistics
and psychology we can observe that the
most uncertain link is the particular
psychological theory of how structure
is implemented in actual behavior.
There are many psychological concepts
which we would like to integrate with

LINGUISTICS PSYCHOLOGY OBSERVABLE BEHAVIOR
Theory of the
Generol form of + relotion of Linguistically
grammaticol < 'linguistic t¢— { relevont facts
structures intuitions' to (sentencehood, efc.)
language structure
3)
[ Theories of the _
Particular + relation between Other psychological
grammar of other psychological ——-( dota (memory of
a language concepts and sentences, etc.)
languoge structure

tions about the relation between gram-
mar and psychology as the linguist,
but in the reverse direction. The lin-
guist assumes that his intuitions are
consistent with respect to the grammar,
and he combines them with his assump-
tions about the general form of gram-
mars to produce a particular analysis.

grammatical structure: long-term mem-
ory, short-term memory, forgetting,
attention, perceptual constancy, re-
cognition, comprehension, the learning
of structure, the neurological reflection
of structure. The problem is that our
general psychological theories of how
structure is implemented in behavior
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are miserable. We do not even really
understand the psychological nature of
the procedures that linguists use to
isolate facts relevant for linguistic de-
geription. Thus I hardly think that we
are in any position to do crucial ex-
perimentation on the psychological
“reality of transformational grammar”
any more than the “physical reality of
the parallelogram of forces” could be
tested without an understanding of
how to avoid (or compensate for) fric-
tion effects. In fact, the grammar itself
seems to be the most secure element
in our research strategy since it does
account for a large set of consistent
intuitions. This implies that psycho-
linguistic experimentation should tell
us at least as much about general rules
for implementing structure in behavior
as it does about the structure of lan-
guages itself.

I should emphasize that despite the
difficulties with certain data, the trans-
formational theory of language is sup-
ported just by the clear psychological
data which the theory does account for.
Intuitions about sentencehood, am-
biguity, and structural relations are
psychological data of the most diverse
kind. A theory which accounts for them
is thus a psychological theory of the
first order.

This bipartite strategy is common in
the theoretical treatment of natural
phenomena. To quote an example we
have given before®:

It is not at all surprising that the
analysis of speech behavior should
proceed from two empirical and theoret-
ical sources. Indeed, distinguishing
among the different kinds of data that
constitute superficially homogeneous
phenomena is absolutely universal in
scientific explanations; it occurs when-
ever considerations of simplicity and
explanatory power require that the
observations be represented as inter-

5 See Bever, Fodor, and Weksel (1965).

action effects. Consider, for example,
the analysis of a block sliding down
an inclined plane. There are two kinds
of variables that interact to determine
the block’s behavior—first, the forces
acting downward on the body and
determining the acceleration for an
ideal system; second, the reactive
forces (e.g., friction) due to the char-
acter of the particular body and plane
under study. The observed behavior is
susceptible of systematic explanation
only on the view that it is the product
of interactions between these distinct
systems.

I think that it is a universal scientific
strategy to approach scientific descrip-
tion in this manner. The value in it is
quite obvious—it allows us to describe
natural behavior in terms of structure
which exists as a constant component
of many superficially distinct behaviors.
What else is scientific study for, except
to extract general constant principles
from heterogeneous phenomena?

In the above example the points of
contact between the theory (parallelo-
gram of forces) and regular phenomena
is sufficiently rich to make unreasonable
a rejection of the theory. We can use
the same essential concepts for the
description of bodies on inclined planes,
falling bodies, ballistic paths, strain,
and so on. In each case the essential
concepts are systematically reflected
in slightly differing ways but always
remain intact. Unfortunately, the
number of different points of contact
between modern linguistic theory and
natural speech phenomena has not been
much richer than the basic intuitions
of linguists which I reviewed above.
This is largely because we have no
general theory of how any structural
theory of behavior should interact with
psychological phenomena. Later in this
paper I shall summarize the different
empirical loci of interactions between
transformational grammar (TG) and
natural phenomena. I shall try to con-
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vince you that there is a sufficient
number of them to recommend accep-
tance of TG and to expand our under-
standing of how behavior in general
reflects its own structure.

S-R Theory and
This Strategy

Tt is clear that the usual formulations
of S-R theory cannot possibly interact
with the bipartite strategy of research
which I have outlined. The reason for
this is quite simple: S-R theory would
attempt to account for both compo-
nents of language behavior without
distinguishing them. With or without
mediating concepts (as Fodor has
shown), S-R models appear to cover
the whole of language behavior. They
are proposed simultaneously as ac-
counts of the structure of language
and the reflection of that structure in
actual beliavior (notably .in learning).
The various reasons why this global
approach cannot work are summarized
in McNeill's paper and elsewhere, and
I do not wish to repeat them here.

We can ask next if S-R theory is
compatible with either the structure of
grammatical competence or the psy-
chological theory of performance. It
takes only a moment to see that S-R
principles cannot adequately enumerate
the structure of sentences. This issue
has also been discussed in detail, and
I shall restrict myself to a recent
attempt at this conference and else-
where to resuscitate S-R models.

In summarizing our interchange with
Braine, McNeill correctly analyzes
Braine’s work as an attempt to inte-
grate the theory of linguistic compe-
tence with associationistic principles,
by ignoring all aspects of linguistic
theory that associationism cannot
handle. Braine and McNeill agree that
simple associationism cannot handle
the learning of transformations; Braine

concludes that there is something wrong
with transformations, while we and
McNeill conclude that there is some-
thing wrong with simple associationism.
Braine, however, disagrees with our
claim that associationism cannot even
account for the structure of simple
context-free grammar (CFG). In addi-
tion, Osgood has recently proposed a
similar way of viewing the structure of
language so that associationistic prin-
ciples can allegedly account for it. The
goal of these enterprises seems to be
to save at least some part of linguistic
theory for S-R explanation. Even if
transformational grammar as a whole
cannot be accomodated by S-R ap-
proaches, the implication of these
efforts is that something will be gained
if part of it can be.

The claim that associationistic theory
can account for the structure of CFG
appears important since, if true, it
would offer a stronghold for the S-R
treatment of limited parts of language
behavior. Braine, for example, is per-
fectly happy to restrict his theory to
an account of the learning of a non-
transformational grammar in young
children and let others explain the
learning of transformations. The essen-
tial mechanism is that of “word class
and substitution”; by learning position
classes for individual words and type
of allowable orders of classes, a child
can develop a small “phrase structure”
system which could provide the basis
for his later language development.

The problem with this idea is that
the only kind of CFG that could be
learned in this way is one with a finite
number of allowable class orders, that
is, a grammar entirely without recursion
and therefore inadequate to natural
language. A general CFG is one in
which there are ordered phrase struc-
ture expansion rules of the type:

(1) Sentence —> noun phrase, verb
phrase
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Sentence
level | noun phrase verb phrase
(4)
level 2 determiner noun verb naun phrase
level 3 determiner noun

(2) Verb phrase —> verb, noun phrase
(3) Noun phrase —> determiner, noun

which enumerate tree structures with
definite levels (Diagram 4).

A phrase structure grammar with
recursion is one in which a given
constituent (e.g., “sentence”) can domi-
nate itself in the tree and the rules do

not apply in any particular order, e.g.,
a grammar like the above with this
additional rule:

(4) Noun phrase —> sentence

This grammar (rules 1-4) enumerates
phrase structure trees like:’

a
Z
<

Z

el

a
Z
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It is inherent to recursive CFG that
the sentences it produces are of arbi-
trary length. Yet it is just this that
Braine cannot allow, since substitution
and word-class grammars require an
upper bound on the allowable word-
class sequences.

In a related attempt to integrate
CFG and the descriptive principle of
transitional probability, Osgood has
proposed that we can measure not only
the transitional probabilities between
words but also those between constit-
uents and that this complex of hier-
archical probabilities can represent the
structure of sentences. Thus in the first
tree above we can determine at level
1 the probability that “nounphrase”
precedes “verbphrase” in a corpus of
sentences. In this way behavioral effects
due to the sequences of groupings of
words can be treated in the same way
as the effects of individual word se-
quences. Again ll'ecursion in phrase
structure is incompatible with this
proposal. If the grammar generates
structures like those in the second tree
above, coherent phrase structure levels
are not available. Regular statements
about the sequential probabilities of
tree structure nodes presuppose a way
of deciding whether or not any pair of
nodes are at the same phrase struclure
level. In phrase structure without re-
cursion, levels are specifiable, and at a
particular level “K” a node, “N,”, is
followed by a restricted number of
nodee “Nj.....” each with a particular
protability.

X

/N

level K N, No

Nn

" In this system a grammar consists in a
hierarchically ordered set of Markov

gources, each set at a particular level.®
Suppose now that the phrase structure
gystem were recursive. It is impossible
to define a concept of phrase structure
level which relates to the grammar:
there is an arbitrary number of levels,
and any sequence can now appear at
any level (see Chomsky, 1957, p. 35ff).
Of course, many arbitrary relations
between pairs of nodes can be defined,
and then the probability of any par-
ticular pair satisfying that relation can
be calculated. This might in some cases
be an interesting set of statistical state-
ments about a particular corpus. But in
no case could it be used as a basis for
a system which could generale tree
structures, Such a system could gen-
erate all the existing tree structures
only if the notion of phrase structure
level is characterizable and there is a
finite number of them. '

Of course, the fact that Braine’s and
Osgood’s formulations are not inte-
grated with transformations and the
kinds of facts which transformations
describe is sufficient for their rejec-
tion as viable theories of language
structure. But these formulations are
not even able to represent the weak
phrase structure system that could
account for a language with an arbi-
trary number of dependent clauses
in a sentence (e.g., I like the girl who
hit the man who left the store...).
In any case, it has been shown that
S-R theory and related associationistic
descriptive techniques are inadequate
to account for the structure of language
or of transformational grammar as a
whole. I think that the redoubt of
trying to show that it can account for

8 T am not sure that anybody knows what
the formal properties of this system would be,
but I am trying to capture the systematic
nature of Osgood's proposals. For & discussion
of the incompatibility of associationism and
recursion see Bever, Fodor, and Garrett in
this volume.
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part of the grammar is extremely un-
interesting. The grammatical theory
itself is not divisible; transformations
are defined to operate on particular
trees, and phrase structure rules are
formulated to provide just the neces-
gary tree structures for transforma-
tions: the form of one depends on
the form of the other. Any isolated
component of transformational gram-
mar cannot account for the struc-
ture of natural language, and any
theory of language structure which
proposes to account for one component
as though the others did not exist is
futile.

S-R theory is severely limited as a
basis for a linguistic theory. We now
can ask whether it could represent a
possible account for the performance
or “psychology” of the structure of
language.

There are two ways of answering
this question. In the first place (as
Fodor and Garrett emphasize), S-R
principles cannot account for the
“linguistic” structure of language as
expressed in the formalisms of trans-
formational grammar. I have already
argued that linguistic analysis is itself
an explanation for psychological data,
so S-R theories fail on psychological
grounds if they fail on linguistic
grounds.

The second answer is that S-B
theories have no bearing on most
psychological research into the manip-

- ulation of sentences. I can see no form

of legerdemain that reconciles the
findings of Miller and his students with
the principles of associationism. Per-
haps a connection can be made for
particular experiments. S-R theories
are primarily learning theories, yet
they cannot even account for the
learning of language (as McNeill re-
views); I see little point in arguments
on their behalf for other kinds of
language behavior.

What Is the Role of
Probability in Language
Behavior?

I have reviewed the facts which show
that S-R theory is neither a general
theory of language behavior nor a
general theory of language structure
nor a general theory of the performance
of that structure. Clearly the past few
days have demonstrated phenomena
dependent on contextual probability
of occurrence. What then is the theoret-
ical status of the many phenomena
correlated with probability of occur-
rence in the behavioral manipulation of
words and sentences?

In brief, probability effects in lan-
guage behavior are due to constraints
inherent to the performances of lan-
guage structure. Thus probability is
an effect, not a cause: if a speaker
follows certain statistical regularities,
we cannot infer that those statistics
directly reflect the structure of his
language or the structure of his per-
formance of the language. Suppose it is
the case that nouns occur with a prob-
ability of k and verbs of » in natural
discourse. Can we infer that it is a
rule of language or speech behavior to
produce these probabilities? No. Can
we assume that this is a part of the
story? No. Language structure is not
an array of nouns and verbs, and
certainly the principles for the per-
formance of that structure are not
expressed in terms of nouns and
verbs. According to the strategy for
language study which I have out-
lined, every probabilistic fact is an
empirical fact, not an answer or ex-
planation.

Suppose passive sentences are said
more frequently than active sentences.
No doubt this may reflect the relative
psychological complexity of performing
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the passive rules.” We take this as a
problem in need of an explanation, not
a theoretical claim about the language.
For cxample, we might suggest that
the basis for this fact is that the gram-
matical derivation of passive sentences
involves more transformations than for
active sentences. In effect, experimental
and natural probabilities are the only
measures of psychological work on units
which we can observe. I do not see
this as a scientific virtue, and I find
wholly irrational the assumption that
since that’s all we can see directly,
that’s all there is.

Yet it is true that words in sentences
seem to constrain each other. In (p)
the word “hill” fills in the blank more
often than the word “water.”

(p) John will run up the

We might then postulate that certain
features which affect sequential prob-
abilities in sentences are the left-right
probabilities of adjacent words. Johnson
has effectively argued that it is the
left-right probabilities of constituents.
I think, however, that if these con-
straints are part of the story at all,
they are needlessly superficial. Consider
the constraint between “duck” and
“eat” in the two sentences below:

the duck is tasty to eat
the duck is eager to eat

7 Of course, the way in which psychological
complexity is reflected in frequency of occur-
rence is itself a general phenomenon. In
experimental studies the usual technique has
been to assumne that the probability of
experimental success with a particular stimu-
lus (e.g., on & long-term memory task) is
inversaly related to the number of psycho-

logical units which the stimulus evokes (the.

so-called null-hypothesis). Indeed the demon-
stration that a& random interaction of hypo-
thetical units is matched by the actual
probability of experimental success is often
, taken as support for the psychological reality
of those units (see Mehler, 1963).

Clearly the probability of occurrence of
duck is dependent on the logical rela-
tion which it bears to eaf (and vice
versa). These relations are, of course,
specified in TG in the base structure of
gentences. Thus statements about the
probability of any two words appearing
in the same sentence are simplified by
reference to the deep structure. Con-
sider the associative probability of
Jokn and hill in the sentence above;
I think it is the same as in these
sentences:

It is up the hill that John will run.
The hill will be run up by John.
John will be the one to run up the
hill.

There are, in fact, an enormous variety
of sentences, all stemming from the
same deep structure and, I believe, all
with the same basic associative prob-
ability between John and run. With
this kind of example in mind, I propose
the following principle: the associaiive
probability of words in actual sentences
is a direct function of the associative
probability in their underlying structures.

This principle is not surprising if one
remembers that underlying structures
are related to the meanings of -sen-

-tences by a simple function, while the

structure of the actual form of sentences
is much more removed from the sen-
tence meaning. Johnson’s point in his
paper that word sequences of more
than 5th order probability are treated
psychologically like real language sup-
ports this principle. If the relevant unit
of associative probability were actually
the surface structure constituent (as
Johnson seems to believe), then se-
quences with 3rd order probability
should be language-like since they
contain many well-formed phrases.
Fifth-order approximations to English
may contain a number of whole
clauses and sentences, that is, units
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which are coherently related to real
sentences with associated deep struc-
tures.

I do not think that anyone should be
startled by the proposal that associa-
tive probabilities are more easily related
to deep structures. I mention it because
these structures are themselves ab-
stract. If we count probabilistic state-
ments in terms of them, then we must
reject any claim that the probability
effects in language behavior are directly
observable in the properties of actual
language sequences. Since S-R ap-
proaches are in principle dependent on
the observable sequences, S-R theory
is even incompatible with the language
phenomenon it ought to handle best—
associative probabilities of words.

Psycholinguistics in the
Child and Adult

Language learning and the
psycholinguistic structure
of the child

McNeill has pointed out how amazing
it is that the child masters his language
by the age of four and yet has not
mastered many other cognitive func-
tions. In fact, it is so amazing that
I do not believe it, in its simplest form
(just consider the well-known fact that
the child shifts from syntagmatic to
paradigmatic word associations much
later, at age 6 or 7). It is one thing to
say that a child’s competence is char-
acterized by a transformational gram-
mar; it is quite another to assume that
ipso facto the child has the same
psychological implementation of trans-
formational grammar as the adult.
Obviously the child must be endowed
with the capacity to develop deep and
surface sentence structure, but how he
does it and in what order are open
questions.

I have no direct counterevidence to
the assumption that the child has the
full adult psychological structure
underlying language by the time he
goes to school. But there are indications
in the ways children use language that
they initially are more sensitive to the
superficial structure. For example, if we
examine the progression of how children
play with language and the jokes they
understand, we can see that at first
the child uses a superficial level. At the
age of five, the child is delighted with
the riddle, “Why can’t you starve on
the desert?” (because of the sandwiches
there) and at the age of ten, with the
riddle, “Why can you jump higher than
the Empire State Building?” (because
it can’t jump). Thus, as the child grows
older, his language reveals increasing
sensitivity to deep structure.

Superficially the child appears to deal
with the world as adults do, but it can
be shown that his cognitive approach
is actually quite different. It seems
reasonable that he could also appear
to talk like an adult and actually have
quite a different psychological basis for
the same grammar. This suggestion
bears not on the child’s eventual compe-
tence (which I assume to be TG) but
on the structure of his performance,
and therefore the suggestion is quite
testable. If I am right, a child of four
appears to have mastered his language
but will react differently from adults
in certain experimental situations. Ex-
periments with -comprehension and
memory for transformations in children
have been inconclusive because the
transformations used also lead to in-
creased surface structure complexity or
increased length. However, other ex-
periments may bring out differential
effects and show that the child is
psychologically dealing with surface
structure in situations where adults
use deep structure. I have in mind a
series of experiments which I have run
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with Donald MacKay and Jacques
Mehler on the way various different
types of ambiguous sentences are
treated by adults. In certain tasks
lexical ambiguities (The sailors like the
port) and surface structure ambiguities
(They fed her dog biscuits) are more
difficult than deep structure ambiguities
(The duck is ready to eat); in other
tasks they are easier. With Mehler I
plan to use children in some of the
same experiments. If I am right, the
behavioral ordering of these different
kinds of ambiguities should yield dif-
ferent results in children than in adults.

Modern psycholinguistics
in the adult

For the past six to seven years, psy-
chologists have made various kinds of
attempts to integrate the developments
in linguistic theory with other kinds of
behavior. The problem with most of
these experiments is that they were in
large part devoted to the confirmation
of the “psychological reality of TG.”
This, of course, was due to the force
of the original artificial distinction
between “‘competence” and “perform-
ance,” in which it was an issue to
“prove” that the grammar is “real.”
Our problem now is somewhat different
—to determine by what mechanisms
sentences are understood, remembered,
recognized, and so on.

When we look at the problem in this
way, we discover that we don’t know
anything at all. It is easy to show that
phonological, surface, and deep struc-
tures of sentences have psychological
reality (other than that inherent to the
linguistic intuitions themselves). But
the problem of exactly how these
structures interact in actual psycho-
logical processes such as perception,
short-term memory, and so on, is
bewildering. Let me now review some
of the relevant findings discussed today

and from our own research. In each
case I have inklings of some general
principles that are operating; but even
if they are true, they are depressingly
far from the correct story.

PHONOLOGY. Issues in the percep-
tual segmentation of the speech signal
have paralleled recent theoretical lin-
guistic controversies. Within the lin-
guistic analysis of phonology it has
been shown that the relation between
the abstract and phonetic speech seg-
ments do not maintain the behaviorist
principles that a distinction of the
abstract level is directly reflected phonet-
ically in the same segment (see
Chomsky, 1966). For instance, in the
words “medal, mettle” the only phone-
tic difference is in the length of the
vowel for many speakers, although
the “t” and “d” are kept distinct at the
abstract level. Garrett and Fodor point
out that in phonetic perception itself
it now appears that the principle of
linearity between psychological levels
is also not maintained between the
phonetic interpretation of a segment of
sound and the actual acoustic properties
of that segment. For example, the
acoustic structure of the “t” in “stew”
is identical with that of the “k” in
“ski,” yet they are perceived as phonet-
ically distinct. This kind of finding
(largely due to Haskins Laboratory) is
particularly important since the pho-
netic-acoustic level appeared to be the
last reasonable hope for the application
of behaviorist principles to the struc-
ture of language.

SurFAcE STRUCTURE. Within lin-
guistic theory certain syntactic and
phonological rules must apply recur-
sively; that is, they reoperate on the
output of their own previous opera-
tions.® Each time the rules reapply,
it is to a larger constituent in the
phrase structure of sentences. Several

8 See Chomsky and Halle, forthcoming.
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psychological phenomena reflect this
linguistic cycle. In his experiments
on transitional error probability with
prelearning of isolated sequences,
Johnson found that the more deeply
embedded a word pair is, the more it
profits from pretraining. This is to be
expected if the memory unit is the
linguistically defined constituent and
the memory process is defined recur-
sively over successively larger constit-
uents—the more deeply embedded the
constituent, the more times the memory
process applies to it. Recently Jacques
Mehler, Peter Carey, and I have found
a striking example of this psychological
cycle in the eye-movements of subjects
reading sentences. More deeply em-
bedded structures received more eye
fixations. Garrett and Fodor review
other effects of this sort in the percep-
tion of pauses and the placement of
clicks in sentences; the more deeply
embedded a structure is, the more
perceptual coherence jt has.

From these data I suggest that there
is a general psychological cycle defined
over surface phrase structures; in lin-

uistic analyses these cycles acquire
rules peculiar to a given language; in
other psychological phenomena the
kind of rules depends on the kind of
behavior. But the principle is the same
—the psychological rules reapply to
themselves at each successively larger
constituent. .

DEEP STRUCTURE AND TRANSFORMA-
TIONS. Garrett and Fodor review the
recent work of Miller, et al., which
shows that for certain transformations
(Passive, Negative, Question) the
number of transformations correlates
with experimentally derived measures
of psychological complexity. These
results are important because they
indicate that there may be a direct
mapping of TG onto more kinds of
behavior than producing linguistic in-
tuitions: that is, for memory we would

like to be able to claim “one linguistic
operation equals one psychological
operation in memory.” It is under-
standable therefore that Garrett and
Fodor then lament the lack of a simple
correlation of the number of gram-
matical rules with difficulty in the
perception and memory of sentences
for all types of transformations. After
all, they reason, if grammar is reflected
in behavior, why not assume that more
rules always mean more complexity?
Their claim that the matter is all very
confused is easily supported by many
experiments, some of which seem very
confused. However, some of the ex-
‘periments are artifactual, and some are
misunderstood. I agree with them that
if all the rules and their application to
word sequences are. undifferentiated,
then no coherent relation between the
grammar and behavior appears. But if
the different formal characteristics of
the rules are taken into account, the
simple relation between the grammar
and psychological complexity can be
maintained for the cases which have
been studied. In particular, their strong-
est “negative” fact is that sentences
with auxiliaries, like “John will have
been going to town,” are no more dif-
ficult to remember and understand
than simple sentences, like “John goes
to town” (found by both Mehler and
Savin). Yet sentences with auxiliaries
ought to be more complex if TG inter-
acts straightforwardly with memory
and perception, since auxiliary sen-
tences involve more rules.

In fact, in this case there may be
no dilemma at all. These sentences are
“kernels” (sentences with no optional
markers in the deep structure and no
optional transformations in the deri-
vation). The only transformation which
applies to them is the affix-movement
transformation. This transformation
also applies to the very simplest de-
clarative sentences. Thus in transfor-
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mational terms, these sentences are just
like simple declarative sentences and
should be no more complex (assuming
that within sentence lengths from two
to seven words, memory is not dif-
ferentially affected).

CoMPLEXITY AND KERNELIZATION.
The search for a general theory of psy-
chological complexity is quite frustrat-
ing, and in many other cases the relation
between rules and behaviors is obscure.
For example, differences in experi-
mental paradigm can greatly affect the
way the grammar is reflected in order-
ings among types of sentences. Mehler
and I have recently found that in a
short-term memory paradigm, sen-
tences with adverbs and particles are
recalled with distortions which do not
relate to their deep syntactic structure.
These errors characteristically include
placing the adverb at the beginning and
the particle at the end of the sentence.

(For example, if subjects hear the sen-

tence “The salesman carelessly sent
over a large check,” they repeat it as
“Carelessly the salesman sent @ large
check over.” Errors in the reverse direc-
tion rarely occur.) On the other hand,
in a long-term memory paradigm the
results follow predictions based on the
deep structure of the sentence. This
latter result supports the “coding”

strategy it is stated: Reduce senteniial
material to simple declarative senlences.
This routine applies to the surface
gtructure of the sentences of to the
deep structure, depending on the psy-
chological task. In short-term memory
this routine applies to the surface
phrase structure of the sentence and
tends to reduce the structure to a
simple sentence (italicized in the ex-
ample above) preceded by an adverb
and followed by a preposition. In long-
term memory this routine applies to
the deep structure and cauges errors
in which the transformations are for-
gotten, but the deep structure kernel
remains.
Kernelization appears as & perceptual
phenomenon in our research on the
location of clicks, shocks, and flashes
presented during the course of speech.
Using materials in which the fine phrase
structure was carefully controlled, we
have found that the only phrase struc-
ture break which has an effect on the
location of the extraneous gtimulus is
the boundary between clauses. That is,
it is not the case that the “constituent”
is the unit of speech perception (as we
have claimed). Rather the ongoing per-
ceptual processing of the speech signal
segments it into sentence groups. Thus
even as we hear sentences, we attempt
to kernelize their surface structure.’
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guage behavior.” During this confer-

tences, loud clicks in the right ear are

ence I h i
ave come to realize the comfort perceived as occurring later than clicks

of the study of words if they are
stripped of their relevance to language.
But- I am concerned with the difficulty
of 111§egrating the results from these
experl}xlents with the study of language
behavior in general. There are both
tbeoretical and empirical demonstra-
tions that a sentence is greater than
the sum of its words.

In linguistic analysis the syntactic
and Phonological role that a word can
play in sentences determines its internal
structure: the internal analysis of words
depends on a prior general analysis of
sentences. Consequently, study of indi-
vidual words or groups of words can
be understood only as a special case of
the study of sentences. Various results
support the related psychological fact
that randomized sequences of words are
manipulated in entirely different ways
from words organized into sentences.

First, Johnson’s analysis of the liter-
ature }}as highlighted the behavioral
dlscont.muity of graduated increases in
approximations to English. Roughl
a sﬁquené is either trea.gted a8 ]ang%lagé
or it is not. In a series of recent experi-
ments, Mehler and I have found that

the apparent duration of sentences
follows a power function lower than
that for randomized sequences. This is

presented in the left ear. This asym-
metry does not appear for clicks pre-
sented during random word sequences.
Sfecond, in a short-term memory para-
digm I have found that more order
¥nista.kes are made in the left ear than
in the right for sentences, but this also
does not appear in random word
sequences.

These experinients only provide some
more empirical support for the obvious.
'Insofar as an experiment with words
is concerned with them as part of lan.
guage behavior, it is concerned with
.them as units determined by their role
in sentences. Insofar as these properties
arc ignored, the relevance of the re-
search for language behavior is di-
minished.

Conclusion

I have reviewed these confusing
results because I want everyone to
be aware that we do not think we have
the answers. For reasons that have
appc?,red in the discussions, we are
convinced that sequential probability
statements cannot account for the
sf;ructure of the performance of intui-
tions about language. Nor can proba-

hypothesis found for the original op-
tionals, which claims that sentences are
remembered in their deep structure
form with indications as to what trans-
formations will apply.

These results show that in different
psychological tasks behavior can be
related to the grammar in different
ways. In short-term memory the psy-
chologically less complex form is the
one with more transformations. In long-
term memory it is the one with fewer
transformations. I interpret these re-
sults as the consequence of a general
«kernelization” routine in the psycho-
logical manipulation of sentences. As &

The Lowly Word

During the previous days of this
conference, we have considered various
behavioral effects which pertain to
words and their mutual associations.
I should like to submit now that these
papers implicitly (some explicitly) dis-
tinguish “yerbal behavior” from “lan-

% See T. Bever, J. Fodor, and M. Garrett
(1966); T. Bever, R. Kirk, J. Lackner, and L.
Squire (1967); and T. Bever and J. Mehler

(1967).

also true of the actual durations of Dility statements account for the inter-

sentences and random word sequences
read aloud by subjects who think they
are 'rea.ding at a constant speed. In a
ﬁ{ldmg which may be related I have
discovered that the subjective cen-
trality of speech presented alternately
to the two ears is significantly closer
to a step function for speech than for
random word sequences.

) Several experiments indicate a phys-
iological difference in the processing of
th'ese two kinds of material. In the
click experiments, in which subjects
locate clicks presented during sen-

action of linguistic structures with
many other kinds of behavioral phe-
nomena. So we are-sure that that is not
the answer. We think we see some of
the questions. Our problem is that we
need a whole new set of theories and
f:.alcts to start answering those ques-
tions. Obviously, we need help.
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Toward a Wedding
of Insufficiencies

19

The thrust of my commentary on the
papers of Garrett and Fodor, McNeill,
and Johnson will be that neither the
models of the language user proposed
by contemporary behavior theory nor,
by inference, .from contemporary
linguistic theory are sufficient. Each
needs supplementation from the other.
Although these papers differ in sub-
stance, they are similar in other respects
which concern me as a psycholinguist.
First, they provide evidence for the
psychological relevance of transforma-
1t;itwl/g/rimmars (i.e., such grammars

¢ not mere logical exercises, as some
psychologists would like to believe);
second, they stress the “competence” of
native speakers as the primary criterion
toward which psycholinguistic explana-
tions must aspire (“competence” re-
maining a concept to be conjured with);
and third, McNeill and Garrett and
Fodor, at least, repeatedly state that
S-R theory (as they call it) is inca-
pable of incorporating the phenomena
described by a transformational gram-
mar—in principle.

I agree completely with the con-
cluding remarks of Garrett and Fodor:
“The problem for general S-R theory is
thus clear. Either it must be demon-
strated how an appeal to the sorts of
learning mechanisms S-R theory al-
lows can account for the assimilation
and application of the kinds of linguistic
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information incorporated in the more
powerful competence models, or as-
sociationistic accounts of language
learning and of speech must be aban-
doned.” But this particular shoe fits
on their feet as well as mine. The impli-
cation given in the Garrett-Fodor
paper, as well as in the McNeill paper,
is that any kind of S-R thcory has
already been ruled out of the running,
as far as incorporating language be-
havior is concerned. It is their respon-
sibility to demonstrate, rigorously and
conclusively, that this is the case. I
will try to show that this has not been
done and, further, that a sophisticated
behavior theory, utilizing S and R con-
structs along with principles of associa-
tion, is becoming increasingly compat-
ible with theories of linguistic com-
petence, as both mature. Since I want
my comments on theory to apply to my
discussion of experiments, I shall take
up theory first and experiments second.

On The Psycholinguistic
Status Of Contemporary
Behavior Theory

Varieties of behavior
theory

None of the papers under discussion
makes a clear distinction among the



