Computational Linguistics in Support of Linguistic Theory

Emily M. Bender and D. Terence Langendoen

DRAFT: Do not cite without permission

1 Introduction

This paper seeks to answer two related questions. The first is what can computers and the infrastructure in which they are networked together do for linguistics, and the second is what do linguists need to know and do in order to take advantage of computational tools and resources in their work. We would like to emphasize at the outset that we are not advocating making all linguists into computational linguists: computational methodology for linguistic analysis is not the same thing as computational linguistics (though in many instances, it relies on the results of previous work in computational linguistics), nor do we expect all linguists to become computer programmers. Rather, we are arguing that computers can be very effective tools in doing linguistic research, and the field as a whole will benefit to the extent that we can build on general advances in cyberinfrastructure to create a cyberinfrastructure for linguistics.

As is probably already clear from the tone, this paper aims to be explicitly persuasive. In particular, we aim to persuade the reader to try out current computational methodologies, to teach students to use computational methodologies, and to collaborate in building the next generation of infrastructure for computational methods in linguistics. The paper is structured as follows: §2 describes how computational methodologies can advance inquiry in linguistics, in general terms and then through a series of examples of research questions which can only be approached with computer assistance, but which can be approached with existing or near-term technology. §3 surveys the currently existing infrastructure, and sets the stage for §4, a
pie-in-the-sky view of a linguistics research environment of the future. We aim there to dream big and then ask what needs to be done to get there. The first steps are described in §5.

2 What Computers Can Do for Us

In this section, we explore how computers can be used as tools in the service of linguistic research, i.e., data collection, analysis and theory development. As with many other sciences, computers and the infrastructure of the internet are useful in linguistics because they allow us to access and manipulate more data than could be done otherwise, while also collaborating with more people across greater distances. By allowing us to bring more data into consideration, and to manage the resulting complexity, and by allowing us to more effectively combine the efforts of multiple researchers, computational methods allow us to ask questions that would otherwise be completely intractable. We believe this to be true across all subfields of linguistics, though the state of the existing infrastructure (and, relatedly, existing practice) differs across subfields.

As part of our overall persuasive goal, we review here a range of research questions which are currently being pursued or could be pursued with existing or near-term technology, across a wide variety of subfields. In doing so, we hope to illustrate for our readers the relevance of computational methods. Note that this list of questions (and of subfields!) is not meant to be exhaustive. Our aim here is merely to give a sense of what is possible. The reader is encouraged to dream up further similar questions!

2.1 Descriptive and Documentary Linguistics

The first area we look at is descriptive and documentary linguistics. There has been a lot of effort in recent years to bring computational methods to bear in this area, as time is running out. There aren’t enough linguist-hours left to document all of the endangered languages before they lose their last speakers, and so the need for computational tools which enhance the efficiency of linguists working in the field is acute. The E-MELD project was one response to this need.\footnote{http://e-meld.org} The resources developed and collected by E-MELD are discussed further in §3 below. Questions that computational methods will
soon be able to help answer include the following: Given a transcribed and translated narrative, which is not yet in IGT format, which words are likely to belong to the same lemma? Or given a collection of texts and a partial morphological analysis, which words are still unaccounted for? The EARL project at UT Austin is an example of the kind of research that is laying the groundwork for such tools. Moon & Erk (2008) present a methodology for clustering words from the source language side of a collection of translated text. The clusters represent words likely to be different inflected forms of the same lemma. Palmer & Erk (2007) present IGT-XML, an XML format for encoding IGT, which is a necessary precursor for semi-automated production of IGT. Palmer (forthcoming 2009) investigates how a machine learning paradigm called “active learning” can be used to speed up the annotation of transcribed texts. In this paradigm, the computer extracts generalizations out of a small number of annotations provided by the human, and then attempts to apply these generalizations to new data. In doing so, it keeps track of its own uncertainty, and then presents the human with the most difficult (i.e., interesting) cases to annotate next. Of course, in any tool built on this kind of methodology, the annotations would need to include metadata about their provenance (human or machine) and validation (whether they have been human-approved).

Another set of questions that computers can assist with in descriptive and documentary linguistics concern phonetics and the logically prior problem of transcription. As we will explore further below, linguistic analysis always involves layered systems, where analysis at one level becomes annotations (and then simply “data”) at the next. In field linguistics, the very first problem is transcribing the data. Taking for now the relatively simple case where the units of interest are phonological segments, the first problem to be solved is the relationship between phones. The sort of distributional analysis that is traditionally used to group phones into phonemes is highly amenable to automation. Thus one could ask, given data in an IPA transcription, which phones are likely allophones, and what are some likely phonological rules? The goal here is not to take the linguist out of the loop, but to present likely possibilities for the linguist to explore. Farrar & Hou (in progress) are developing a system to do just this.

---

2IGT stands for interlinear glossed text, the familiar three-line format giving source language form, a morpheme-by-morpheme analysis/gloss, and a free translation into some other language.
The final example in this section concerns the problem of searching for cognates across texts or vocabularies in potentially related languages. This would seem straightforward enough, but in the typical case, each language would be associated with its own transcription system or practical orthography. While the transcription systems might all be based on IPA or some other cross-linguistic system, they are typically each developed in the context of different majority-language orthographic traditions and/or different linguistic traditions, and so each have some idiosyncrasies. Moran (2009) presents a software ontology that supports the explicit encoding of transcription systems, which in turn supports cross-linguistic queries over phonological inventories and word forms.

2.2 Phonetics and Phonology

Turning next to phonetics and phonology, there are a variety of interesting questions that can be asked once phonetic and phonological data and analyses are encoded in interoperable, machine-readable form. Building such a resource is the goal of the PHOIBLE project (Moran & Wright, 2009), which is collecting and digitizing phoneme inventories (including information about allophones) from legacy sources, web-accessible papers, and user input, while also collecting and integrating distinctive feature sets. With this resource, it becomes possible to ask questions such as: How do different feature systems quantify the variation across languages differently? Which feature systems locate differences in historically plausible ways, such that differences among historically or areally related languages are less pronounced?

Similarly, the constraint sets of Optimality Theory (OT) raise questions that are best answered with computational support, and there has been a significant amount of work on computational implementations of OT. Two give just two examples, the Erculator software\(^3\) (Riggle, Bane, Kirby, & O’Brien, 2007) allows linguists to take a set of OT constraints, and discover the range of language (types) that set of constraints predicts. Looking at the problem of acquisition from an OT perspective, Boersma & Hayes (2001) ask what kind of data is required for learning rankings of a given set of OT constraints.

\(^3\)http://clml.uchicago.edu/?page_id=11
2.3 Morphosyntax

Just as with phonetics and phonology, computational methods and data aggregation allow linguists researching morphosyntax to look at broad patterns across languages, discover languages instantiating properties of interest, and verify the correctness of formal analyses. The former two functions are supported by large databases, including corpora, databases of linguistic examples, and databases of language properties. The latter function is supported by specialized software for interpreting and applying linguistic formalisms.

Databases in this area include ODIN\(^4\) (Lewis, 2006) and WALS\(^5\) (Haspelmath, Dryer, Gil, & Comrie, 2008). ODIN, the On-line Database of Interlinear glossed text, is a collection of linguistic examples harvested from linguistics papers available as pdf documents on the web. These examples are a very rich source of information. The interlinear (IGT) format gives source language text, a morpheme-by-morpheme gloss, and a free translation into some other language (in ODIN, the target language is always English). While the level of detail given in the glossing depends on the purpose for which the author is citing the example, they always do include some additional information. By systematizing this information (through building an extension for morphosyntactic concepts to the GOLD ontology (Farrar & Langendoen, 2003)), ODIN enables linguists to search across the data to discover, e.g., which languages have ergative-absolutive case-marking and object agreement on the verb, or which languages have anti-passive voice and reflexives expressed through affixes.\(^6\)

WALS, the World Atlas of Language Structures, is a massive typological database, including 142 chapters each studying some linguistic feature and categorizing 120–1370 languages according to that feature. In total, there are 2,650 languages represented in the database, and over 58,000 datapoints (feature values for languages).\(^7\) In addition, the languages are all associated with geographical location, enabling the mapping of linguistic properties in the world. As with ODIN, but based on a different original set of data sources, WALS allows linguists to search for languages with interesting combinations of typological properties.\(^8\)

\(^4\)http://www.csufresno.edu/odin/
\(^5\)http://wals.info
\(^6\)More precisely, ODIN enables linguists to discover languages which other linguists have analyzed in this fashion.
\(^7\)http://wals.info; accessed on April 16, 2009.
\(^8\)WALS includes chapters on phonetics, phonology, and lexical properties, as well as
Another major strand in computational approaches to syntax is grammar engineering, or the process of encoding syntactic analyses in machine-readable form, so that they can be validated through parsing input strings or generating from input semantic representations. The methodology of grammar engineering allows syntacticians to ask questions such as: How does my new analysis of phenomenon X interact with the rest of the grammar as implemented so far (i.e., with my analyses of phenomena A-W)? How many analyses does my grammar assign to this sentence? How many realization does my grammar assign to this input semantics? Software support for grammar engineering exists in a variety of frameworks (e.g., HPSG (Copestake, 2002), LFG (Crouch et al., 2001) and CCG (Baldridge, Chatterjee, Palmer, & Wing, 2007)), and has become increasingly practical as computers have gotten faster and parsing algorithms more sophisticated.9

2.4 Semantics and Pragmatics

The standard generative view that a grammar expresses the relation between form and meaning can be thought of as providing an abstract computational model for natural language semantics. Adding a component specifying the use conditions for linguistic forms provides the same for pragmatics. Perhaps the greatest “grand challenge” problem in computational linguistics is the development of a computational system that can learn to understand and produce natural language as fluently and as appropriately as humans do. Such a system would require, in addition to an implementable computational model for relating form and meaning, a metalanguage for representing meanings and use conditions, and a method for carrying out inferences in the metalanguage (Halevy, Norvig, & Pereira, 2009). Having these three components—model, metalanguage and inference engine—available is also needed for much less ambitious tasks, such as determining the range of possible meanings for a given linguistic form, and selecting the most likely interpretation in a particular context. Moreover, there are many ways that these components can be set up, with the choice being dependent on the task at hand, and the computational resources that are available.

There is a long linguistic tradition that a natural language itself can serve as the requisite metalanguage; witness the fact that dictionary definitions are morphosyntax.

9For more on computational syntax, see Bender, Clark, & King, to appear.
normally expressed in ordinary language. For computational purposes, however, this is not adequate no matter how accurate the definitions are, since the semantic properties and relations that hold among those definitions are not made explicit. However, rather than throwing out the work of generations of lexicographers, in projects such as WordNet (Fellbaum, 1998), computational linguists have not only converted that work to machine-readable form, but also have made explicit some of those properties and relations, so as to permit at least elementary reasoning over the set of lexical entries, and by extension over the documents that are presumed to be written using those entries.

What this suggests is that natural language, while not adequate as a metalanguage for semantic and pragmatic analysis, is the correct choice for a starting point. This insight is at the heart of the idea to use a markup language such as XML in association with natural language to represent linguistic structure and meaning. In effect, every writing system combines linguistic form (possibly distorted) with markup (spacing, special characters, capitalization, etc.) to represent lexical, morphological, syntactic, semantic and pragmatic properties and relations, so that using a markup language in conjunction with linguistic form as a metalanguage can be thought of as extending (albeit dramatically) traditional orthographic practice, at least insofar as it is being applied to text corpora. Such markup can be thought of as “exploding” the underlying model that it effectively encodes; for example, a document with every word tagged for a particular lexical entry would in effect represent (part of) that lexicon in a different format. The same can be said for document markup at phrase, sentence, and discourse levels (e.g., FrameNet (Baker, Fillmore, & Lowe, 1998), VerbNet (Schuler, 2005), PropBank (Kingsbury & Palmer, 2002), and TimeML (Pustejovsky et al., 2003)), with coexisting models of structure, meaning and use at those levels.

### 2.5 Psycholinguistics and Language Acquisition

The field of language acquisition has a long history of taking advantage of (networks of) computers to share data and promote the incremental accumulation of knowledge. It began when Brian MacWhinney and Catherine Snow organized a group of 20 child language researchers to pool and digitize their data in 1984 and established the CHILDES database (MacWhinney,
Get numbers and put this back in: Currently, CHILDES includes NNN transcripts from NNN different languages, including data from children growing up bilingual. Child language data is expensive and difficult to collect. The CHILDES organizers and contributors realized that pooling data would allow them to approach questions that no one researcher or research group could efficiently collect enough data investigate alone. For example, Tardif, Shatz, & Naigles (1997) investigate whether the relative prominence of nouns and verbs in child-directed speech varies across different languages (English, Italian and Mandarin) and whether these differences correlate with the presence or absence of noun-bias in early language production among children learning these languages.

In psycholinguistics, there are a variety of interesting questions around the relationship between frequency of morphemes, words, and other linguistic structures and they way they are processed in human language production and comprehension. Answering such questions necessarily involves computational methods, in order to get the frequency measurements. For example, Jaeger, Frank, Gómez Gallo, & Wagner Cook (2009) ask how speaker’s choices in utterance generation are influenced by various factors such as information density (Cook, Jaeger, & Tanenhaus, 2009; Gómez Gallo, Jaeger, & Smyth, 2008; Frank & Jaeger, 2008). In order to calculate information density, they need to process a large corpus of naturally occurring text. Similarly, Arnon & Snider (2009) combine corpus-based methodology (leveraging 20 million words for transcribed American English telephone conversations from the Switchboard (Godfrey, Holliman, & McDaniel, 1992) and Fisher (Cieri, Miller, & Walker, 2004) corpora) with psycholinguistic methods to determine whether speakers are sensitive to the frequency of four-word phrases as distinct from the frequencies of their subparts.

2.6 Language Variation and Change

Researchers looking at language variation and change also have a long history of adopting computational methods to manage the datasets being explored. In sociolinguistics, this includes the Varbrul software package for computing the contributions of both internal and external constraints (Sankoff, 1975),

\[\text{Virginia Yip’s interview with Brian MacWhinney, September 2008.}\]
\[\text{http://childes.psy.cmu.edu/intro/interview.mov}\]
\[\text{10For discussion of using text corpora in psycholinguistic studies, see Roland & Jurafsky, 1998; Gahl, Jurafsky, & Roland, 2004 and Frank, Kidd, Post, Van Durme, & Jaeger, 2008.}\]
as well as extensive use of Excel and similar software packages for tabulating the properties of occurrences of sociolinguistic variables.

Linguistic research on historical varieties (aside from that done solely through reconstruction) is necessarily corpus based, and has been since well before the advent of digital corpora. As in other subfields, digitization makes it possible to deal with much larger quantities of data as well as larger quantities of more elaborate annotations on data. In addition, computational methods can assist in the creation of consistent annotations over interestingly large collections of text. A pioneering example of this methodology is the Penn-Helsinki Parsed Corpus of Middle English (Kroch & Taylor, 2000). Once such a resource is constructed, it can be used to answer a variety of interesting questions, such as how do-support spread across grammatical contexts in the history of English (Han & Kroch, 2000).

The comparative method is also amenable to computational treatment, as demonstrated by the work of Nakhleh, Ringe, & Warnow (2005). Nakhleh et al. present a model of language change that allows for both genetic (common source) and borrowing (contact) relationships between varieties, and a methodology for computing the degree to which a data set provides evidence for each type of connection. They then use this model to ask, on the basis of 294 lexical, phonological and morphological characters for 24 Indo-European languages the extent to which early Indo-European languages developed in isolation from each other. They find that the primary evidence for contact relationships involves the Germanic branch, the other branches developing largely independent of each other. It is worth emphasizing here that the computer is not supplanting the linguist in doing this work, but rather systematizing the data in such a way that the linguist can more effectively work with it: the initial analysis results in a selection of possible ‘phylogenetic networks’ which the authors then analyze for plausibility.

Finally, we also include typological research under the heading of language variation, in this case variation across, rather than within languages. In addition to WALS (mentioned above), we would also like to highlight the innovative computational methodology of the Autotyp project (Bickel & Nichols, 2002). This project combines the methodologies of ‘autotypologizing’ and ‘exemplar-based sampling’ to address the dual problems incorporating languages on their own terms in crosslinguistic work and discovering which, if any, properties of (macro) constructions pattern together crosslinguistically (Bickel, 2007). This methodology fundamentally relies on dynamic computer databases, in which the researchers enter the relevant linguistic properties of
each language studied, updating the set of options available when a new language is found that does not fit the existing set of values for a given feature. The databases form a linked set, so that the information gathered in one project can be directly incorporated into the next. This includes both baseline information on genetic affiliation or geographical location, as well as grammatical properties such as the phonological and morphological properties of various grammatical markers (e.g., flexivity, host restrictions, and exponence).

2.7 Summary

This section has presented examples across a variety of subfields of linguistics, in an effort to show how computational methods can help us take linguistic research to the next level. They allow us to work with more data, in multiple ways: annotate more data, more efficiently; through machine-mediated collaboration, construct larger, more cross-linguistic datasets; and systematically incorporate more data into analytical tasks than would otherwise be possible. Furthermore, computational methods allow us to verify the interaction of formal rules in the complex systems we model.

Though this overview has been necessarily incomplete—there are subfields we did not address as well as much excellent work in applying computational methodology to linguistic problems that we did not cite—we hope to have included enough to persuade linguists of any stripe that computers (and digitized data sets, computer networks, and specialized software) are useful tools for doing linguistics. This is true whether you are interested in formal or quantitative studies, linguistic competence or language processing and use, well-studied or under-resource languages. More data is better, but only if we can work with it systematically. Computers provide assistance in maintaining systematicity as we scale up. In the next section, we provide an overview of existing infrastructure to support computational methods in linguistics, before turning to a vision of what that infrastructure could develop into, and a discussion of how we can work towards that vision.

3 Existing Infrastructure

In this discussion, we limit ourselves to the digital (computational) infrastructure that supports linguistic inquiry (DILI), putting aside the non-digital
infrastructure of books, journals, papers and audio and video recordings, except as it relates to the digital one. DILI overlaps with the digital infrastructure that supports general-purpose inquiry (DIGPI). Each can be abstractly described as a graph consisting of nodes, representing computing devices of various sorts, and links connecting them. In addition to these core infrastructures are others that keep them operating, including power systems, cable and wireless networks, and the facilities that manufacture, house and service the equipment.

DIGPI alone is often a sufficient resource for an individual researcher, teacher or student working on a personal computer or PDA connected to the internet, and interacting with a commercial search engine to get a piece of information about a language they are interested in. However, DIGPI has been developed largely without the specific interests of linguistics communities (or those of most other scholarly communities) in mind, so that most queries of a technical nature are not likely to get an answer, much less a correct one, unless specifically linguistic digital resources and services are available and accessible.\footnote{Though one should not underestimate the degree of linguistic sophistication that can be achieved by using general-purpose research tools on the massive amount of text data on the internet (Halevy et al., 2009), particularly when additional information for interpreting the data is provided on certain websites (Potts & Schwartz, 2009).}

The current state of DILI is the result of largely uncoordinated efforts that have been made by individual researchers and research teams – often but not always with government funding support – linguistics departments and centers, research libraries and archives, private-sector research laboratories, and standards developers, who may or may not be working in collaboration with the International Standards Organization (ISO). Some the work that has gone into the development of DILI has been, or has the potential to be, incorporated into DIGPI. For example, the Unicode Consortium standards for character encoding provide widely-available general-purpose support for the most of the writing systems of the world’s languages,\footnote{http://www.unicode.org/versions/Unicode5.1.0/} though much more work is needed to make many of these character sets available, for example, for text-messaging on hand-held devices.\footnote{The best-known linguistic standard is the symbol set of the International Phonetic Alphabet (IPA), which was developed long before there was a digital infrastructure. It has now received a Unicode encoding.} Similarly, the ISO 639-3 standard for the three-character identifiers for the world’s languages has the
potential of enabling all inquirers, not just specialists, to obtain accurate and up-to-date information about those languages. Finally, it is worth noting that many of the resources that are now available in DIGPI but not intended to be part of DILI have been developed by computational linguists, such as real-time text-to-speech and speech-to-text (including closed captioning), machine-translation tools, and named entity recognition that identifies people, places, corporations, etc. in documents in a variety of languages. One can expect to see many other such “language intensive” general-purpose resources developed over the next few years, for example an extension of named entity recognition to include languages, and the ability to generate images from scene descriptions in one or more languages.

The elements that are specific to DILI can be broadly classified into linguistically enriched data sources, and services (or tools) for linguists to use to discover, aggregate or analyze such data. We have already mentioned in Section 2 some of these data sources and services. Data sources range from text and speech corpora in a variety of languages that have been annotated for features of linguistic interest to databases that have been designed to record the results of linguistic analysis of particular languages, for example the distribution of linguistic properties and relations across languages, and those that have been set up to record the results of experiments using linguistic materials. The use of specific data types characterizes both annotated corpora and linguistic databases, for example in treebank corpora, one may find phrase-structure trees (e.g., the Penn Treebank Project\(^\text{16}\) (Marcus, Santorini, & Marcinkiewicz, 1993)), dependency-structure trees (e.g., the Prague Czech-English Dependency Treebank\(^\text{17}\) (Čmejrek, Čurín, Havelka, Hajžič, & Kuboň, 2004)), and directed graphs with feature-structures as nodes (e.g., the LinGO Redwoods Treebank\(^\text{18}\) (Oepen, Flickinger, Toutanova, & Manning, 2004)).

There is at least one data type that is the peculiar to linguistics: the structure of interlinear glossed text (IGT) that was developed over the course of several decades to display in an informally agreed-upon human-readable format the alignment of morphological forms with their meanings or grammatical functions in their occurrences in running text (see Section 2.3)\(^\text{19}\).


\(^{16}\)http://www.cis.upenn.edu/~treebank/

\(^{17}\)http://ufal.mff.cuni.cz/pcedt/doc/PCEDT_main.html

\(^{18}\)http://wiki.delph-in.net/moin/RedwoodsTop

\(^{19}\)The Leipzig glossing rules (Bickel, Comrie, & Haspelmath, 2008) constitute a best-
Because of the degree of consistency of IGT formatting in linguistic documents, Will Lewis was able to use standard text-harvesting techniques to collect a great deal of the glossed text that appears on the Internet, and with a certain amount of further processing has made much of the collection available in a database\footnote{http://www.csufresno.edu/odin/} for further research (Lewis, 2006).

When DILI resources were first being created, they were typically set up as self-contained objects without much thought given to integrating them with other resources. For example, digital lexicons for different languages were typically not designed to be comparable, except superficially, even if they were created using the same software package. Increasingly, however, such resources are being developed with the intent that they can be used together with other resources, enabling the data to be aggregated and further analyzed over the combined resources. Also, under certain circumstances it is possible to redesign and rebuild non-comparable resources so that they can be aggregated (Simons et al., 2004). Both of these changes – creation of sharable “born digital” linguistic resources and conversion of stand-alone (legacy) resources to sharable ones – are facilitated by the availability of digital infrastructures that support computation and collaboration with sufficiently large bandwidth and computational speed to make it increasingly seem that all the necessary resources are available in real time for all interested parties. In addition, since machines can perform computations over symbolic representations with the same facility and precision as over numerical ones, all that is required to enable them to do linguistic computations is to design the operations and represent linguistic properties and relations in such a way that the computations are performed as intended. These observations lead to our next topic.

4 A Linguistics Research Environment of the Future

We envision a future DILI that build on the work that has been done so far, and provides among other things:

1. ready access to lots of digital data in text, audio, and audio-video media

practice set of recommendations for formatting IGT in linguistic documents. For discussion of XML representation of the structure of IGT, see Bow, Hughes, & Bird, 2003.
about lots of languages, which are relevant to lots of different areas of research and application both within and outside of linguistics;

2. facilities for comparing, combining and analyzing data across media, languages and subdisciplines, and to enrich DILI with their results; and

3. services to support seamless collaboration across space, time, (sub)disciplines and theoretical perspectives.

Crucially, by data we mean here much more than “raw data”, such as untranscribed sound recordings. For us the concept also subsumes analyses that the relevant communities of practice consider correct, or at least a sufficient basis for further inquiry, what we might call “enriched data”. It is the responsibility of the various linguistic and other communities of practice to determine for themselves what results can be considered sufficiently settled to count as enriched data, rather than conjecture.

Since we envision machines being able to compute over all linguistic data, including enriched data, it must be interpretable in the metalanguage of linguistic description. The method by which this has been done, starting with the Brown Corpus (Francis & Kucera, 1964), the first serious effort to make linguistic digital data available to a broad research community, is through annotation, the explicit association of linguistic analysis with segments of data. The Brown Corpus annotations consist simply of part-of-speech “tags” for each word in the corpus, based on an analysis of English morphology that the community using the corpus found acceptable enough for their work. Over subsequent decades, the use of annotation tagsets extended to other linguistic domains and other languages, and what might be called a “theory of annotation” came to be developed, dealing with such issues as whether tags should be considered atomic or molecular (decomposable into elementary “features”) in nature (Langendoen & Simons, 1995), and what is an acceptable level of accuracy in the assignment of tags in a corpus. Equally important, especially for cross-linguistic research, are questions of identity; for example, whether the past-tense tag in an English corpus represents the same concept as its counterpart in a Hindi one. However this last question gets settled, we must have a theory of annotation that allows us to say that for certain purposes, the past-tense concepts in various languages are sufficiently similar that they can be treated as the same (e.g. to answer a query
like ‘What languages mark past tense morphologically?’), while for others they must be distinguished.

As this example should make clear, annotations are to be understood as representing linguistic concepts that relate to one another in a network, so that in effect their meanings depend on their place in the network. It is not required that there be a single overarching network for all the annotations in DILI, but it would be desirable if sense can be made of the relations among conceptual networks for different annotation schemes, particularly those that represent different theoretical perspectives. We suppose, then, that items 2 and 3 above in our future DILI includes facilities and services that encode the conceptual networks underlying the annotation schemes developed by linguistic communities of practice, and relate them to one another. This view of the role of conceptual encoding in a future DILI was recently articulated in Farrar & Lewis, 2006, along with a plan for how to achieve it.

We believe that a DILI along the lines that we have sketched out here will be developed, if for no other reason than that it fits with the kinds of digital infrastructures that are being developed across a wide spectrum of science, humanities and arts communities worldwide; see for example (Erny et al., 2009). However, it will happen more quickly and efficiently, if linguists, including computational linguists, begin to work together to bring it about.

5 What We Can Do Now

The previous section has presented a long term view of where we’d like to be. This section looks to the short term, and discusses what we can do now to take advantage of existing infrastructure and work towards the long-term vision presented above. In addition to participating in the workshops and other venues for discussion around developing the infrastructure (described above), individual linguists can help work towards the linguistics research environment of the future by sharing data, teaching, and effecting culture change.

5.1 Share data

As discussed in §2, computers (and associated software and networks) are useful tools for doing linguistics, largely because they allow us to systematically handle much larger data sets. To gain that benefit, however, we
need larger data sets. The most efficient way to build them is by pooling resources, i.e., sharing data, and sharing it in such a way that it is discoverable, accessible, and aggregatable. If the data in question are primary data collected from human subjects (as opposed to the addition of annotations on existing data sets, or primary data collected from public behavior, e.g., television shows), then the first step is to seek appropriate human subject permissions and consent to make the data distributable. The second step is to use existing standards for data encoding wherever possible (and provide feedback to and/or join the relevant working groups if the standards are not satisfactory). Finally, the third step is to publish data sets electronically, in existing repositories, or independently (see Simons, 2008 for suggestions), but marked up with OLAC metadata for discoverability.

In conversations with linguists, we have heard many objections to or reasons for hesitation in sharing data. We would like to address some of them here, in the hopes of persuading more people contribute to the field’s empirical base.

**Free-loading** Data collection is extremely difficult, time consuming work, and though it is (often) eventually rewarded through the questions that can be answered once the data set is constructed, that reward can be a long time coming. Once a researcher has put the effort into collecting a data set (e.g., finding speakers, making recordings, doing transcriptions, collecting translations, producing glosses and other annotations), it is quite natural to want to squeeze all possible research results out of that data set before letting other linguists use it (and get the benefit of the hard work without having to do it). This situation is compounded by the fact that academic credit (e.g., in hiring decisions or tenure and promotion cases) is accrued for the research results derived from such data sets and not for the construction of the datasets themselves.

To this quite reasonable objection, we offer the following responses: First, we believe that the field is in need of culture change regarding the recognition of the value of providing data (see §5.3 below). A simple first step towards this culture change that data providers can take themselves is including in-

---

21There are some situations in which data cannot be collected unless it is kept completely confidential. In such cases, it is simply not possible to contribute the data afterwards to larger collections. Here, our goal is to urge researchers to share their data whenever it is possible.
structions for citation prominently in the material being provided. Second, we point out that every linguist looks at data sets with different questions in mind: No one of us could think of every question it would be reasonable to ask of a given data set. Thus while it can certainly make sense to keep data private for some period of time, eventually it is beneficial, even for the linguist who did the original data collection, to open that data set up to fresh perspectives that come from different research directions as well as the possibility of aggregation with larger collections of data from the same or other languages. Finally, we would like to offer up the possibility of data-sharing collectives, to which researchers gain access by providing data themselves. In this way, both the hard work and the benefits of collecting new data are shared.

**Incomplete/imperfect data sets** In many subfields, data collection and annotation (including transcription) proceeds in parallel with data analysis. A side effect of this is that there is often no point in a research project when the data collection and annotation is finished. It can be difficult for researchers to either find the time to polish up such data sets (such time would be taken away from analysis and/or the beginning of a new project) or to feel comfortable publishing something that is incomplete or imperfect.

Here, we recommend first looking at the situation from the data consumers point of view: in many (if not most!) situations, incomplete or imperfect data sets are nonetheless quite valuable. If the alternative is no information about the language or variety in question (or even just less), we need not demand perfection. Second, we recommend establishing publishing systems that allow for editions of data sets. This would mean that a researcher could publish a preliminary version that could be superseded if/when s/he made corrections later. Thirdly, we recommend that metadata include information about the state of completeness of the annotations, so that data consumers have a sense of which parts of the data set are most reliable (and data publishers won’t feel that they are being held responsible for every last detail). Finally, we recommend that relatively senior researchers set the precedent by releasing draft works.\(^{22}\)

**Support** A third type of obstacle is the problem of supporting other users of one’s own data. It is easy to imagine a linguist who would in principle

\(^{22}\)This idea was suggested by Heidi Johnson, p.c.
happily share a set of field notes, recordings, etc., but just doesn’t have the
time to make copies to distribute or update the media/software to work with
modern machines. Fortunately, this is not the role of the linguist, but rather
that of archives, such as AILLA, the MPI Language Archive, the DOBES
archive, and others.\textsuperscript{23}Johnson (2002) presents an overview of AILLA’s goals
and plans for achieving them. Archives like AILLA merge the goals of long-
term preservation and access, both near-term and long-term. This includes
the migration of legacy data to modern digital formats, on-going migration
to new formats as they emerge, storage of redundant copies of all data at
multiple locations, maintenance of metadata for resource discovery, delivery
of materials (over the web and/or on digital media through snail mail) to
users, and gate-keeping. Regarding gate-keeping, Johnson (2001) presents a
graded access system that allows resource depositors to determine who will
have access to the materials they deposit with the archive on a resource-by-
resource basis.

5.2 Teach

The second thing that can be done now is teaching, i.e., making sure that
the next generation of linguists has the skills they need to take advantage of
the emerging infrastructure. Once again we would like to emphasize that we
are not advocating making all linguists into computational linguists. Rather,
there are skills which do not differ much in complexity from the use of word
processors, library databases, and search engines, but which are more specific
to linguistics and therefore need to be explicitly taught. This could be done
as part of a research methods class, or as units within introductory classes
in different subfields, or some of each.

At a very high level, we believe that students need to know the following:

\textbf{What resources exist} This would include first an overview of what is
available now in terms of corpora, endangered language archives, basic NLP
tools (part of speech taggers, morphological analyzers, etc), collections of
IGT,\textsuperscript{24} typological databases, etc. In addition, students should learn where
new resources are likely to be announced,\textsuperscript{25} so that they can stay ‘tuned in’.

\textsuperscript{23}See http://www.ldc.upenn.edu/exploration/archives.html for an index of language
archives.
\textsuperscript{24}e.g., ODIN: http://www.csufresno.edu/odin/
\textsuperscript{25}e.g., LINGUIST List: http://linguist.org
What standards/best practices exist  It’s easiest to comply with standards if you know what you’re working with from the start, and we can save students lots of time by starting them off with best practices (and avoiding, e.g., recoding data later). Under this heading, we include things like knowing how to enter IPA as Unicode, the Leipzig glossing rules for IGT, and the recommendations for digitizing endangered languages data compiled by the E-MELD project.

Basic corpus manipulation tools  There are a handful of very simple command-line text-processing tools, such as Unix ‘grep’ and ‘wc’, which can be very powerful aides in understanding what is happening in large collections of text files. Grep is a tool for searching for strings (or more generally, regular expressions) in texts. Wc (for ‘word count’) counts the number of characters, words (separated by white space), and lines in a file or set of files. Knowing how to handle these and similar utilities (and being comfortable with a command-line interface) allow linguists to do ‘reality checks’ on data collections when more complex software seems to be misbehaving.

Basic database querying techniques  Linguistic databases often have special-purpose user interfaces. Nonetheless, to the extent that they are also available as ‘raw’ SQL (or other) databases, it will be useful for linguists to know how use general SQL (or similar) queries. Basic familiarity with SQL allows users ask questions not anticipated by the designers of the database (and its front-end).

Subfield-specific high-level programming languages  These can take the form of “linguistic programming languages”, i.e., machine-readable versions of linguistic formalisms. For example, Head-Driven Phrase Structure Grammar can be implemented in tdl (Type Description Language (Krieger & Schäfer, 1994)), which is interpreted by the LKB grammar development environment (Copestake, 2002) and other DELPH-IN tools. Similarly, XFST (Beesley & Karttunen, 2003) provides a finite-state implementation of phono-
logical rules in the style of (Chomsky & Halle, 1968). In other subfields, the equivalent might be statistical software packages, such as SPSS.

**General computational skills** There are a set of skills that computer programmers uses that are somewhat peripheral to programming, and are helpful in any project using computers as an aide in managing complexity. These include version control (software for backing up various versions of a set of data, as well as integrating changes made by multiple collaborators), debugging (the process of systematically exploring what went wrong), and regression testing (establishing test suites to ensure that existing functionality/analytical coverage is not lost when a system is extended).

Finally, though none of the above entails requiring linguistics students to take a programming class or otherwise become computer programmers or computational linguists, it is important to encourage those who have an interest in that direction to do so. This entails identifying appropriate courses available at the university, and structuring both graduate and undergraduate curricula so that students can discover these avenues relatively early on and find time to explore them.

### 5.3 Effect culture change

The third thing that linguists can do now to help bring about the linguistics research environment of the future is to work to effect culture change. The vision outlined here requires wide-spread buy-in from the field at large, for several reasons: First, it require relatively large mobilization of resources, and that will be done more easily with broad support. Second, in order to build effective cyberinfrastructure (and at a smaller level, effective tools) we need linguists to participate in the design process. Third, and most importantly, as noted above, the cyberinfrastructure alone will only be interesting to the extent that it is populated with useful data. It follows that we need linguists to be motivated to contribute data.

This paper is overtly an attempt to promote culture change. Aside from writing such papers, there is much that can be done: First, we need to work to establish a culture of giving academic credit for creating, curating, and enriching data sets. This includes both small acts like being meticulous about citing the sources for all data that we use that we did not collect ourselves and larger conversations within the linguistics community and with university
administrators about how to give credit for such work in hiring decisions and tenure and promotion cases. Other venues for providing recognition include annual prizes, for which data providers could be nominated.

Second, we need to work to establish a culture of expecting data sets to be published. It is common in too many subfields of linguistics for analytical results to be illustrated with a few key examples, without the rest of the supporting data being available for others to examine. This bodes poorly for replicability of results in our science. As reviewers, of conference and journal submissions or books, we are in a position to ask for the data to be provided. Typically, the most practical means would be as an on-line appendix. Likewise, when reviewing grant proposals, if any data collection is proposed, we should expect that provisions are made for disseminating the resulting data sets. It may not always be feasible or appropriate to do so (see §5.1 above for some discussion), but often it will be; the expectation should be that the supporting data be published, unless there is some compelling reason otherwise.

Finally, we need to establish a culture of expecting claims to be checking against web-available data. Here again, it is as reviewers that we are best equipped to effect this aspect of culture change. If, for example, an author makes a claim about the co-variation of some typological properties, as reviewers we should expect this claim to be tested against the data in resources such as ODIN and/or WALS. Likewise, claims about the non-acceptability of certain sentence patterns should be backed up with corpus-based searches in languages where appropriate corpora are available. This is not because (non)attestation in a corpus necessarily implies (un)grammaticality, but because when considering structures in isolation, it is often difficult to come up with appropriately contextualized examples; corpus-based methods can turn up example types that would otherwise escape attention (see e.g., Baldwin et al., 2005 and van Noord & Bouma, 2009). Once again, this is not always possible: There will always be interesting new claims for which further appropriate data are not yet available in the general cyberinfrastructure. But once again, that doesn’t mean that when there is data available it can be ignored.

These three aspects of promoting culture change should interact with 30
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30 Certain electronic journals, such as the Journal of Experimental Linguistics are already explicitly accommodating the publication of supporting datasets, programs, etc along with articles they accept.
each other to produce a virtuous circle: The more we accord academic credit to the production of data sets, the more data sets will become available. The more data sets that become available, the more able we will be to check our claims against larger empirical bases. The more we check our claims against larger empirical bases, the more we will cite the original data sets. The more we cite the original data sets, the more academic credit will accrue to their producers, etc.

6 Conclusion

This paper has been written with the intent to persuade. In particular, we hope to have convinced the reader to try current computational methodologies, to teach students to use computational methodologies (and to advocate for inclusion of such instruction in linguistics curricula), and to collaborate in bringing about the next generation of cyberinfrastructure for linguistics. We’ve described a vision of cyber-enabled linguistics, and exemplified what it will allow us to do through a selection of research questions across a wide variety of subfields. (Along the way, we’ve emphasized that using computers as tools in doing linguistics is not the same thing as doing computational linguistics.) In order to realize this vision, we, as a field, need to build infrastructure, including standards; contribute data; and promote and expect wide-spread use of cyberinfrastructure, as it is now and as new resources and tools become available.
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