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Chomsky (19563 1957, chapter 3} and Bar-Hillel and Shamir {1961)
present arguments that no type-3 (eguivalently, one-sided 1inear, regular,
or finite-state) grammar can generate ail and only ail of the sentences of
human languages, such as English. Bar-Hillel and Shamir (1961) and
Postal (1964) argue further that no type-2 (contexi-free phrase-structure)
grammar can generate all and only all of the seniences of English and
Mohawk, respectively. According to these arguments, the theory of type-3
grammar and the theory of type-2 grammar lack the weak geperative capacity
necessary for an adeguate theory of human language. )

Critics of these classical arguments, for exsmple Daly (1974) and
Levelt (1974), focus on twe points. First they claim that the argument
forms are of questionable validity. Second they challenge the major premiss
on which these arguments are based, namely that at least some human Tanguages
contain infinitely many grammatical sentences that are nevertheless entirely
unacceptable to those that know those languages. We fake up each aspect of
these criticisms in turn,

The invalidity {if that is what it is} of the classical arguments is
easily corrected, as Levelt himself notes, by making use of the thecrem that

#An earlier version of this paper appeared under a slightly different title,
in CUNY Forwn 1.1-12, 1976. I thank . Kaniklidis and E. Savin for helpful
suggestions.
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if the intersection of a language H with a type-3 language R is a language
of type-n, then H cannot be of type-m, where m is greater than n (Arbib
1969}, If one takes examples like those used in the classical arguments,
one finds that the resuits of intersecting H with R turn out to be languages
of the following families.! ’

(1} Languages of the form L = (xulwe’y ¢ on 20 6&u® g &v=dl,
called n—dependency languages.

{2) Languages of the form L = {x% : x ¢ F, where F is a type-3
language & & is x backwards}, called mirror-image languages.

(3) Languages.of the form L = {xx : x € ¥, where I is a type-3

languagel}, called copying languages.

The linguistic interest of n-dependency and mirror-image languages is that
they are generally of type-2, while copying languages are c¢f interest because
they are generally of type-1 (context-sensitive phrase-structure}. However,
not all members of these various families are of the requisite type.

Consider the following examples.

@ 1= {a™a :nz ol

C%ear}y, Lé is a type-3 language. Nevertheless, it is an n-dependency
language, since we can set x = a, U = b, w=4¢, v=">b,y=a,andn=m/g.
Hence, not every n-dependency language is a type-2 language.

2okl
(3} Ly

Clearly also, Lb is a type-3 language. Nevertheless, it is a mirror-image

= { (abba) : nz O}

language, since it is of the form {x% : = ¢ Fb}, whare Fp =
{(abba)™ab : n z 0}. Hence, not every mirror-image language is a type-2
fanguage.

6) 1_={a"pa" :az 0}

Lc is a type-2 language; in fact, an n-dependency type-2 language.
Nevertheless, it is a copying language, where x = a™. Hence, not every
copying language is a type-1 Tanguage.?

Therefore, in order for the classical arguments that human languages
are not of type-3 or of type-Z to go through, the languages that result
upen intersection of the given human languages with the requisfte type-3
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languages must not only be n-dependency, mirror-image, or copying languages
but must alse be languages of these families of the appropriate type.

1t would be useful, therefore, to know the necessary and sufficient condi-
tions under which n-dependency and mirror-image languages are of type-2,
and under which copying languages are of type-1. These conditions are set
forth in the foliowing theorem, the procf of which is given in the appendix.

{7y a. An n-dependency language L = {xunwvny inz 05 u=$;

v % ¢} is a type-2 language, unless w = ¢ and u = v,

‘b, A mirror;image language L = {x® : x ¢ F} is a type-2
language, unless there is a finite string r and finitely
many finite strings q and g, such that F = {qrns tn >z 03
r = £3 5 = ¢ or 8§ = r}.

c. A copying language L = {xx : % & F} is a type~l language,
unless there is a finite string r and finitely many finite

strings ¢ and s, guch that F = {qrns ; noz 0

‘The argument of Chomsky (1956, 1957} that Engtish is not a type-3
Janguage can now be stated as follows. Let H be English, and Tet Ry pe
the type-3 language:

(8) R, = ((if)™ it rains (then it pours)ri :m, n 2z 0}
The intersection of H with R, is the n-dependency language L]:

()] Ll = {{(if)" it rains (then it pours}n tnoz 0}

Since L] is an nwdepenaency language in which w = ¢ and u = v, it follows
that LE is a type-2 language and hence that English cannot be a type-3
Tanguage.

Simiiarly, Bar-Hillel and Shamir's (1961) argument that English is not

_a type-3 language can be stateé as follows. Again, let H be English, and
let R2 ke the type-3 language:

+
(10) Rz = {(the woman, the men)+ (watches, study) }.

Intersecting H with R,, one obtains the mirror-image language L :3
o Z

(i1) L, = {x2' : x ¢ ¥, = {(the woman, the men}+}; x' the corres—
-T2 2

ponding string with watches for the woman and study for the men}.
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Since L2 is a mirror-image language in which F2 # {qrns tnz=0; =1
s = ¢ or s§ = r}, it follows that L, js a type-2 language and hence that
English cannot be a type-3 language.

Bar-Hillel and Shamir‘s (1961} argument that English is not even a
type~2 language can be stated as follews. Again, let H be English, and Tet
R3 be the type-3 Tanguage:4

(12) R3 = {{the woman, the men)+ and <the woman, the men> (smokes,

drink}+ and <smokes, drink> respectively}.
Intersecting R3 with H, one obtains the copying language 13:5

: +
(13} L, = {xx' respectively : x ¢ Fy = {{the woman, the men) and
<the woman, the men>}+ x' the corresponding string with smokes

for the woman and drink for the men}.

Since L3 is a copying language in which F3 z {qrns ton o> 0, it follows
that L3 is a type-1 language and hence that English cannot be a type-2
language.

Finally the argument of Postal (1964) that Mohawk is mot a ‘type-2
language can be stated as follows. Let M be Mohawk, and let R4 be the
type-3 language:

+
5= ia {e, f)+ dbec (e, £} d : a = the girl (in Mohawk);

b = admires+ ¢ = this; d = house; e = the liking ofj

(18) R

£ = the praising of}.
The intersection of H with R4 is the copying language L4:

(13) L, ={axdbexd:xce F, = {{e, f)+}}.

Since Lg is a copying language in which Fg = {qrns v nz 01, it follows
that L4 is a type-1 language and hence that Mohawk cannot be a type-Z
ianguage.6

Thus, there is a valid argument form for the classical arguments that
human ianguages 1ike English and Mohawk are neither type-3 nor type-2
Tanguages. Let us therefore now turn to the challenge to the assumption
on which those arguments rest, that at least some human languages contain
infinitely many grammatical sentences that are nevertheless unacceptable to
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ahyone that knows any of those Tanguages.

That such an assumption is necessary to the arguments that the theories
of type-3 and type-2 grammar are inadequate for human language can be seen
upen examination of any of the examples used in those arguments. For
example, consider the claim that English contains all of the sentences of
Ly = (36" it rains (then it pours)n : n > 0}, but none of the sentences
of Ri = {(if)m it rains (then it pours)n t.m, n > 0k, in whichm = n.

While, indeed, all of the latter sentences are unacceptabie te those that
know English, s¢ are all but finitely many of the former sentences. In
fact, only two, or at most three, of the sentences of L1, namely those for
which n = 0, 1, and possibly 2, are readily accepted by those that know
Engiish. Thus, if English contains all of the sentences of Ly, then
infinitely many of the grammatical sentences of English are unacceptable.
The same is true for L2, L3, and i4. Clearly therefore the proponents of
the classical arguments must provide justification for the ciaim that the
infinitely many unacceptable sentences of languages like L] through L4 are
grammatical.

For convenience, let us call the sentences of languages like L1 through
L4 crugial sentemces. Let us also call the premiss that all of the crucial
sentences of at ieast some human languages are grammatical the erucial premis
If only finitely many crucial sentences are grammatical, then the crucial
premiss is false, the classical arguments fail, and it follows that the theer
of type-3 grammar is the cptimal theory of human ianguage.7 If infinitely
many crucial sentences are grammatical, but infinitely many others are not,
then whether the classical arguments succeed depends on which crucial
sentences are grammatical, ard which are not.8 Finally, if all but finitely
many of the crucial sentences of a language are grammatical, then the
classical arguments are successful. To simplify the following discussien,
we assume that the only possible outcomes are either that all of the crucial
sentences of some human lahguages are grammatica? {i.e., that the crucial
premiss is true), or that all but finitely many of them in all human
languages are ungrammatical (i.e., that the crucial premiss is strictly
false).
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Three 1ines of argument have been ceveloped to justify the crucial
premiss. First, and perhaps best known, js an argument based on considera-
tions of the simplicity of grammars. Second is an argument based on the
observation that the number of acceptable crucial séntences increases, as one
removes constraints on linguistic performance. Third is an argument based on

the properties of the crucial sentences themselves. Let us consider each of
- these lines of argument in turn.

The simplicity argument is due to Chomsky.g He observes that in order
to generate certain undisputedly grammatéda1 sentences in certain human
languages, certain rules of grammar appear to be justified. Those rules,
if not modified so as to generate just the set of accepiable seniences,
also generate certain unacceptable ones {and hence distinguish those
unacceptable sentences.from others, equally unacceptable; the former being
designated grammatical and the latier ungrammatical). Since any modifica-
tion of the rules so as to 1imit what they generate to just the set of
acceptable sentences is ad hoc in the sense that the modification would
serva no other purpose than to effect this limitation, and since such a

modification would also complicate the statement of the rules of grammar,

it is concluded that no such modification should be made. As a case in
point, consider the rules of English grammar that are required t¢ generate
the acceptable sentences of L. Such rules achieve maximal simpiicity and
generality if any declarative English sentence is permiited to follow the
word ¢f and %o precede the word #hen. But then, a grammar containing those
rutes also generates all of the unacceptable sentences of L1, while failing
to generate any of ithe sentences of RT’ in which.m = n. Since any modifica~

tion of the rules of English grammar that would serve to render ungrammatical

the unacceptable seniences of L] would have nc independent motivation, and

- would also complicate the statement of those fules, it may be concluded that
all of the sentences of Ly are grammatical, despite the unacceptability of
all but two or three of those sentences. The force of this illustration,
with appropriate changes, extends to all of the other examples used in the
classical arguments.

However, the simplicity argument is easily rebutted. The fact that the

‘simplest’ formulation of the rules of grammar that generate the clearly
acceptable sentences of a language also generate infinitely many unacceptable

TYPE-3 AND TYPE-2 GRAMMARS ‘ 165

sentences can just as well be taken to mean that the rules are incorrectly
formulated, and not that those unacceptable sentences are grammaticai. That
those rules happen to be simpler than any alternative set of rules that also
generates the acceptable sentences but none of the unacceptable sentences is
irrelevant, since appeal to simplicity considerations is appropriaie only
if there is agreement about how %o interpret the relevant data, and about
what theory of grammar and set of notational conventions to use. In this
case, there is no such agreemént, since it has yet io be decided both how 0
interpret the acceptability data and what theory of grammar and set of
notational conventions are appropriate. Hence any appeal to simplicity
considerations in defense of the crucial premiss may be dismissed as
irrelevant.

Consider next the argument based on the observation that the
acceptability of crucial sentences increases as consiraints are removed
ferom Tinguistic performance. This argument is due to MiTler and Chomsky
(1963, p: 467), who point out that if a person is given time to reflect
on the status of crucial sentences in & language, and if he is also given
auxiliary unstructured computation space (for example, pencil and paper)
to work out their properties, he finds more such sentences acceptable than
he does under ordinary conditions of language use. Miller and Chomsky
conjecture that as the availability of time and auxiliary computation space
is increased without limit {i.e., as the conditions of idealized performance
are approached), eventually all of the crucial sentences of any human
language will become acceptable to any person who knows that language.

Certainly, if Miller and Chomsky's conjecture is correct, this line of
defense of the crucial premiss is successful. However, if it is incorrect,
and only finitely many crucial sentences become accepiable as the conditions
of idealized performance are reached, the crucial pfémiss is not supported.
There is, unfortunately, no experimental evidence that either unequivocally
supports or refutes Miller and Chomsky's conjecture. If natve subjects are
given Targe amounts of time and unsiructured auxiliary computation space to
compute the grammaticality of crucial sentences, they do not generally do
markedly better than they do under ordinary ceﬂditions.]o However this
result is inconciusive, since it could be maintained that people do not know
how %o integrate external unstructured computation space with their internal
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computation space, and that if they did, they would be able to determine the
grammaticality of crucial sentences. Hence all that we can say at the
moment about the second Tine of argument in defense of the crucial premiss s
that it is inconclusive. .

The third Tine of argument in support of the crucial premiss has not

teretofore been fully presented, though traces of it can be found in Chomsky's

writings.1} It is based on the observation that all of the crucial sentences
of a human language possess all of the linguistic properties of grammatical
sentences, whereas the ungrammatical sentences possess none of them {except,
perhaps, by analogy, or by the conventions of metaphoric or poetic use of
language}. Thus, it may be argued, the unacceptable crucial sentences of a
language should be distinguished from ungrammatical sentences by being
generated by the grammar of that tanguage and by having their Tinguistic
properties assigned to them by the interpretive conventions of that grammar.
The most fmportant of these properties to be cansidered in an evaluation of
this line of argument is that of logical form {or, semantic interpretation,
in the narrow sense adopted by. Katz (1972)). Thus, consider the crucial

sentences of English in L1', obtained from those of LI by substitution of
ratns for pours.

(16) Ll' = {(1£)™ it rains (then it rains)” : n 2 0}

?rom the logical form ef the sentences of L}', it can be determined that if
n js even, the sentences of LE‘ are synthetic, being true if the propesition
expressed by i# rains is true, and faise if that proposition is false:; and
that if n is odd, the sentences of i1' are analytic, bheing true no matter
what the truth value of the proposition expressed by it raine 1s. On the
other hand, none of the sentences of R1‘ in which m = n have logical forms
in English, those sentences being ungrammatical:

(17 Rl’ = {(if)™ it rains (then it rains)™ : m, n i=0}

Given that logical form is a property of English sentences by virtue of
interpretive rules of the grammar of English, it follows that the grammar
¥f English must generate all of the sentences of LII’ and by parity of
reasening, all of the oiher crucial sentences of English, and none of the
inacceptabie sentences that Tack Togical forms. To refute this Tine of

a
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argument, the critic of the classical arguments would have to show either

‘that the unacceptable crucial sentences of a language, somehow, lack logical

forms, or that logical form is not one of the properties assigned by the
grammar of a language to the sentences of that Tanguage. Since the first of
these possible replies is patently false, and since if the second is true it
raises the (I believe) unanswerable question of what the mechanisms for
assigning logical forms to the sentences of a language are a part of, if they
are not a part of the grammar of that language, the third Iine of argument

in defense of the crucial premiss appears successful. If it is, then the
crucial premiss is true, and the classical arguments that the theories of
type-3 and type-2 grammars are inadequate for human language are indeed
valid.

APPENDIX: Proof of the theorem in (7).

2 . .
a2, If.w=2¢, and v = v, then L = {xu ny :n > 05w # ¢}, which is
of type-3. Suppose L is of type-3. Then by the pumping lemma for type-3
languages (Bar-Hillel, Perles, and Shamir 1961; Arbib 1969), there is

a positive integer p such that for all sentemces z ¢ L of length p or

greater, there are strimgs u', w', v' such that z = u'w'v' = xuFarely,

and for all inmtegers k 2.0, 2z, = wwryr = xquvqy € L. Suppose w # 9.

Since u, v # §, w must be a substring of w'; i.e., that w' = rws, But

then, im 2, € L, w occurs twice, contrary to assumption. Hence w = ¢.

A
Suppose u # v. Then the string uv must be a substring of w'; i.e.,
that w' = ruvs. But then, in Z, € L, the strings u, v appear out of

sequence. Hence u = v,

# ¢ or s§ = r}, then L =

8
- N _aala = £,
§=r}={qrsff q:mnz 01~ £

b, I£ F = {qr's : n > 0; 7 = £;
{qrnségag tn>0;r=% s=¢o0rs
s=¢ or 8§ =r} ={gr § :m> 0}, which is a type-3 languapge (recail
that g is any of a finite number of fixed finite strings).

Suppose that L is a type-3 language. Then by the pumping lemma foz
type~3 languages, there is a positive integer p, such that for all sen-
tences z € L of length p or greater, there are strimgs u, w, v, such
that z = uwv = tE, and for all integers k > O, 2 ™ uwkv = tkgk e L.

Lemma. It is always possible, for all sentences z & L of length p

nr area‘{‘-tn'ﬁnvfc.k w .S‘HQ.IAW o= f}
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Proof of lemma. Suppose u # 9. Then either (1) u = uu, and u =

G;;, or {ii) v = ViV, and av, = Gz. Consider case (i}, We have:
= S = = a 1 T o ;
T UWV R U U WY uluzwluzv uluzwiul. Pick new w U, and set
U, = u' and Gl = yv', Then z = u'w!v', where u' = ¥', and for all j 2 0,
= udy = iy = i - I = wrwtdye
zj uwdv uluz(wluz) v uluz{wluz) WY ui(azw]) G, =ulwivl,

where u' = 9%, Case (ii) is handled similarly. This completes the

procf of the lemma.
K ' 2; . s
If 4w = ¥, then for all 1 2 0, z,. = uw Ty uwlwlv, where t,. =
i /{q i 21 23

a1 ~
v = wv = %% = u®, and hence w = W.
. - . 2i+ i i
Also, if u = ¥, then for all i 2 G, 22i+ = uw * zv = uwlwiwzwlv,
i i .
e ax and r . = w, = . =
whire w§w2i -W, nd where t21+1 uw W, Wow' v Then uw ¥y
T ﬁz = u@'ﬁz, and hence w = & and W= W, Setting u = q; ¥ = W}

and s = Wis the result fellows for all senmtences of 1 of length §

or greater., Since omly finitely many sentences of L are shorter than
p, their first halves may all be represented by sentences of F, by
means of appropriate choices of q and s. Hence the result follows

for L as a whole.

c, IfF = {qrns :n> 0}, then L = {qrnsqrns 1 n z 0}, which is
a type-2 n~dependency language.

Suppose mow that L is a type-2 language. By the pumping lemma
for type-2 languages, there is a positive integer p such that for any
sentence z ¢ L of length p or greater, z = Xuwvy = tt, where w is
nonnull (and where neither u nor v are nmull, if 1. is not a type-3
language), and for all k > O, 2 = xukkay = tktk e L. Suppose that
neither u mor v are null. Then it must be the case that for all k Z o,
&, = xukwl = wzvky, where w,w, = w. Setting x = w, = q3 u = v = 13
and v =y = s, the result follows for this case. If v is null (the
case where u is null is handled similarly), them it must be the case
that for all k¥ 2 0, t2k = xuk = ukwy, and t2k+1 = xukuI = uzukwy,
where au, = . Setting X = gq; u = r; and uy =5, the result follows
for this case, and hence for all sentences of L of length p or greater.
Since only a finite oumber of sentences of L are shorter than p, each
of their first halves can also be represented by sentences of F, by

appropriate choices of q and s. Hence the result follows for L as
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a whole. -
We mote without proof that a copying language is a type-3 lan~

guage if and only if, furthermore, sq = r or sq = ¢.
NOTES

l. For noaation, see Chomsky {1963) or Hopcroft and Ullman {1969).
. . + .

In particular, the expression (X,¥,...Z)} means amy nonnull string

made up of any combination of the substTings X, ¥y »«. Z in any

order.

2. Language Lc is of interest, as Daly points out, because it is
a counterexampie to Postal's claim that any language of the form
L ={xx : x ¢ F, F an infinite type~3 language over a vocabulary

of cardinality Z 2} is a type-l language.

3. The notion of a mirror—image language is easily generalized to
inelude languages inwhich the symbols of the second (backwards}
substring correspond word-by-word to the symbols in the first
(forwards) substrimg. However all such languages are of type~2
if the vocabulary of the backwards string is distinct from that

of the forwards strimg (this is a corollary to (7b)).

4. The notation <%, y> indicates a string consisting either of the
string x or of the string y; angle brackets here thus stand for what
curly braces ordinarily stand for im the statement of the rules of

generative grammar.

5. The notion of a copying language is easily generalized to include
languages in which finitely many extra words, such as respectively in

L3, appear.

6. Rigorous arguments to the effect that type-2 grammars do not have
sufficient weak generative capacity for human languages are rare.
Besides the arguments of Bar-Hillel and Shemir and of Postal for Emg-
1ish and Mohawk, discussed here, I know only of the ergument of Huy-
bregts (1976) for Dutch.
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7. That is, it follows as far as weak generative capacity is con-
cerned. Given that the sentences of a human language caﬁ be weakly
generated by a type-3 grammar, it does not follow that they cam be
strongly generated by such a grammar. For example, it may be the
case that a type-3 grammar will not be able to assign all and only
all of the structural descriptions of a particular sentence that it
generates to that sentence. As I have pointed out elsewhere {l.an~
gendoen 1975)), this situation arises fotr sentences whose structures
manifest multiple right- or left-branching. However, since in fact
the full phrase-markers for such sentences cannct be recovered by
human beings under ordinary conditions of language use, it could be

maintained that an optimal graﬁmar should not assign full phrase—

markers in those cases. 1If this conclusion is reached, then the theory

of type~3 grammar would be optimal also on grounds of strong generative

capacity.

8., TFor example, if in Mohawk only sentences of the language L&‘ of
those in La (and Simi}arly for all of the other crucial sentences of
Mohawk) are grammatical, then Mohawk could be generated by a type-2
grammar: '

(1) L4’ = {axdbexd : X ¢ Fa' = {(ef)n :n > 03}

9, See, for an early version of thar argument, Chomsky (1957, pp.
23-243).

10. We can assume that a linguist who claims that he would accept
all of the crucial sentemces of a language he kuoows under conditions
of idealized performance has that impfession as a result of having
consciously formulated zules that generate those sentences in that
language. Hence his testimony would be irrelevant, since the con-
ditions under which he accepts those sentences would be richer than
those of idealized performance.

11, As in his remark concerning the crucizl sentences of English:

"They can be understocd, and we can even state quite simply the

conditions under which they can be true.,' (Chomsky 1957, p. 23)
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