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ABSTRACT

This research explores the role of phonotactic probability in two-year-

olds’ production of coda consonants. Twenty-nine children were asked

to repeat CVC non-words that were used as labels for pictures of

imaginary animals. The CVC non-words were controlled for their

phonotactic probabilities, neighbourhood densities, word-likelihood

ratings, and contained the identical coda across low and high phono-

tactic probability pairs. This allowed for comparisons of children’s

productions of the same coda consonant in low and high phonotactic

probability environments. Children were significantly more likely to

produce the same coda in high phonotactic probability non-words than

in low phonotactic probability non-words. These results are consistent

with the hypothesis that phonotactic probability is a predictor of coda

production in English. Moreover, this finding provides further evidence

for the role of the input and distribution of sound patterns in the

ambient language as a basis for phonological acquisition.

INTRODUCTION

The errors children make when producing their early words have been taken

to reflect children’s phonological knowledge and representations. For

example, children’s early words are largely characterized by an open syllable

shape. A child producing the final /n/ in ‘man’, might delete /n/ and pro-

duce [m�], [mE] or [mU] (Demuth & Fee, 1995). One interpretation of this
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phenomenon is that final consonant deletion is the result of innate pressures

children have to adapt their words to the universally preferred CV shape.

Thus, these types of errors have been traditionally interpreted as a reflection

of innate universal grammar (e.g. Jakobson, 1941/1968; and others).

In contrast with the view that children’s utterances reflect a universally

available default state, there is considerable evidence that child language

reflects language-specific input at an early age. The specific property of the

input that we will examine here is phonotactic probabilities, which concerns

the likelihood of sounds’ occurrences. For example, in English there are

phonotactic constraints where /‰/ can only occur in syllable-final position,

as in ‘wing’ /wI‰/, and /h/ cannot occur in the same syllable-final position.

There are also less absolute or gradient constraints. For example, /Z/ occurs
word-finally in a total of three CVC words in the Webster’s Lexicon

(Webster, 1964): ‘beige’, ‘rouge’ and ‘loge’; thus, /Z/ has a very low

probability of occurrence in this position. Other codas, however, occur at

the end of many CVC words, such as /t/ as in ‘fight’, ‘hat ’, ‘hit ’, ‘net’,

‘ lout ’, ‘shoot’ ; thus, the probability of /t/ occurring in word-final position

is high.

Phonotactic probabilities are used to measure these gradient distri-

butions, and they can be calculated according to segmental positional

probabilities and biphoneme probabilities. Segment positional probabilities

refer to the likelihood of phonemes occurring in the onset, vowel and coda

position (C–V–C), as in the examples above. Biphoneme probabilities refer

to the likelihood that phonemes are preceded or followed by other phonemes,

that is, the likelihood of an onset-vowel sequence and a vowel-coda

sequence (CV and VC, respectively). Phonotactic probabilities can be calcu-

lated across single and multi-syllable words and across words with various

stress patterns (e.g. Messer, 1967; Pierrehumbert, 1994; Hammond, 2001;

see Munson, 2001 for a recent review of this literature). Although con-

siderable work has been done on words with different syllable lengths and

stress patterns, the focus of this research is on phonotactic probabilities in

CVC non-words.

A variety of tasks have been employed to test speakers’ sensitivities to the

distribution of sounds in CVC non-words. Consistently, research has found

that infants, young children and adults are sensitive to non-words’ phono-

tactic probabilities. Across age groups, a preference is found for CVC

non-words exhibiting high phonotactic probabilities over those exhibiting

low phonotactic probabilities. For example, Jusczyk, Luce & Charles-Luce

(1994) presented infants with lists of CVC non-words with either low or

high phonotactic probabilities and found that by 0;9, infants preferred to

listen to lists of high phonotactic probability non-words. The results of

Jusczyk et al. were extended to infants at 0;7, who were also found to prefer

list of high phonotactic probability non-words, using the stimuli described in
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this paper (Zamuner, 2003). This demonstrates that even at an early age and

before the onset of meaningful speech, infants are sensitive to the frequency

of the sound patterns in the ambient language, and that they are able to

encode this information at some level. Other studies, such as that byTreiman,

Kessler, Knewasser, Tincoff & Bowman (2000) revealed that subjects

maintained the integrity of frequent VC rhymes more than infrequent VC

rhymes in a non-word blending task. Similar sensitivities are illustrated in

Storkel (2001), who found that children learn high phonotactic probability

non-words with fewer exposures than non-words with low probabilistic

phonotactics. Lastly, studies using non-word repetition tasks (Vitevitch &

Luce, 1998) and same-different word decision tasks (Vitevitch & Luce,

1999) have shown that reaction times are faster for items with high phono-

tactic probabilities over those with low phonotactic probabilities.

The current study had two goals. The first goal was to determine whether

children’s coda productions would be influenced by the non-word’s phono-

tactic probabilities. Although a few studies have looked at the relationship

between coda consonant acquisition and the frequency of codas in the input

language (Bernstein-Ratner, 1994; Stoel-Gammon, 1998; Zamuner, 2003),

research has not yet determined whether a particular coda is differentially

produced depending on a non-word’s phonotactic probabilities. Thus, the

main goal of the study was to compare children’s productions of the same

coda consonant in low and high phonotactic probability environments.

The prediction was that children’s productions of the same coda consonant

would differ according to the environment in which the coda occurred. In

this case, /d/ will be produced more often in high phonotactic probability

non-words than in low phonotactic probability non-words. For example,

we predicted that children would be more likely to preserve the coda /d/ in

/gEd/ and more likely to delete or modify the coda /d/ in /tSUd/. The

rationale was that, if phonotactic probability differentially affects children’s

production of a coda such as /d/, we would have evidence that the frequency

of sounds in the ambient language plays a substantial role in children’s

acquisition and production of phonological structures, and we would have

evidence that young children have detailed phonological representations.

Such a finding would also suggest that children’s productive language reflects

their experience with language, to an even greater extent than previously

reported in phonological acquisition.

The second goal was to compare the data from the current study to

previous research. Beckman & Edwards (2000) examined children’s pro-

ductions of onsets, rhymes and clusters in disyllabic and trisyllabic non-

words. Non-words were controlled for familiar sequences (occurring often

in a corpus of first grader’s spontaneous speech) or novel sequences (legal

sequences in English that did not occur in this corpus). Results of their

study showed effects of Familiar vs. Novel in children’s production of CVs
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and CCs, but not a significant effect with children’s production of rhymes,

VCs. To determine whether children’s rhyme productions are significantly

effected by phonotactic probabilities in monosyllabic non-words, children’s

rhyme productions in this study were also analysed. Other researchers who

have asked questions similar to those address here have focused on the

productions of older children (Treiman et al., 2000, M=8;1; Beckman &

Edwards, 2000, M=4;1; Edwards, Beckman & Munson, 2001, range=
3;2–8;10; Munson, 2001, M=3;10). However, by the age of 3;0, children

are already phonologically advanced; therefore, an attempt was made to

study children at the first stages of word production, as young as 1;8.

Lastly, Edwards et al. (2001) revealed that effects of phonotactic probability

in children’s production accuracy are also related to children’s vocabulary

size. Thus, children’s performance in this study was also correlated with

vocabulary size.

METHOD

Participants

Participants in the main study were 29 children between the ages of 1;8–2;4

(M=2;0), 16 males and 13 females, with a mean MLU of 1.73. All children

were monolingual speakers of English with no history of speech or hearing

impairment as determined by parent questionnaire. Included in the analyses

were 3 subjects who had exposure to Spanish for no more than 10 hours a

week. Parents also completed the MacArthur Communicative Development

Inventory (CDI) (Fenson, Dale, Reznick, Thal, Bates, Hartung, Pethick &

Reilly, 1993) and subjects had to achieve above the 10th percentile on the

Part A: Vocabulary Checklist for inclusion in the experiment (range

10–95th percentile,M=52.4). Subjects were recruited through the Language

Acquisition Lab at the University of Arizona. The experiment employed a

within-subjects design and all subjects were tested on the same stimuli.

Stimuli

The process of selecting the stimuli for the study involved several steps,

including pre-testing with adult participants. Therefore, the stimuli selec-

tion process will be described before turning to the procedure and

analyses.

The stimuli consisted of 22 CVC non-words that were controlled for

phonotactic probabilities (low and high), vowel quality (lax, tense and

diphthong), and coda type /d, l, s, g, v, ‰,m/. The decision to control for

vowel quality was based upon previous research showing that children

differentially produce codas depending on the preceding vowels (Fikkert,

1994). The selection of coda types was based on the set of possible codas
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given the restrictions of probabilistic phonotactics and vowel quality. Each

of the 22 non-words was associated with a picture of an imaginary animal.

In total there were 11 pairs of non-words, each with the same vowel quality

and identical coda. The complete list of non-word pairs is given in Table 1.

Calculating phonotactic probabilities. The phonotactic probabilities of

the non-word stimuli were based on the CVC words from a corpus of child

directed speech (CDSC). Calculations were based solely on CVC words

to restrict the influence of stress on coda calculations, because segmental

distributions vary in different prosodic positions (e.g. Zamuner, 2003). In

addition, CCVC words were excluded because there are some dependencies

between certain onset clusters in English and the following coda. Davis

(1989) describes a constraint in English against sCVC sequences where

consonants have both labial or dorsal place of articulation. This restriction

does not hold in CVC words, therefore, probabilities were based on just the

set of CVC words. To create this corpus, parental speech (this included

both adult-directed and child-directed speech) was taken from CHILDES

studies involving children between the ages of 1;7–2;4 (see Zamuner, 2003

for references). Phonetic transcriptions were obtained from the electronic

version of the Webster’s Dictionary of American English (Webster, 1964).

In some instances the dictionary did not contain the phonetic transcrip-

tions, e.g. for the plural word ‘boys’. All these remaining cases were tran-

scribed by hand, based on other words in the dictionary and the authors’

intuitions. All proper names were then excluded (27 types, 633 tokens). It

was assumed that this type of input varies greatly across children due to

children having different personal names and different names from popular

culture. The resulting CDSC consisted of 4891 unique types, with 143 496

word tokens. The CVC word corpus extracted from the CDSC consisted of

604 word types and 40 822 word tokens.

CVC words were marked for whether they were content or function

words (e.g. ‘sock’ vs. ‘that ’), and for whether they were monomorphemic

or bimorphemic (e.g. ‘sock’ vs. ‘boys’). This allowed phonotactic prob-

ability calculations to be controlled for word class and morphology for the

following reasons. One argument against a frequency-based account of

phonological acquisition is the fact that /D/ is frequent in English, yet

acquired late (e.g. Moskowitz, 1970, p. 429). However, /D/ is frequent

largely because it appears in English function words (i.e. ‘ there’ appears

1125 times and ‘this ’ appears 1690 times in the CDSC), and children initially

delete function words (Brown, 1973). Controlling for word class might

account for some of the disparities between frequency and acquisition (also

see Bernstein-Ratner, 1994 for a discussion). This is especially true if the

targets young children attempt to produce have a strong effect in children’s

phonological development. Research has shown that children differentially

produce phonemes depending on their morphological status (Brown, 1973).
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To this extent, words in the corpus were marked for word class and mor-

phological complexity as a first attempt to control for these factors.

Segmental positional probabilities and biphoneme probabilities were

calculated on the log frequency weighted counts (token word counts) of

CVC words from the CDSC. Once the phonotactic probabilities of all CVC

words were calculated, average phonotactic probabilities were calculated

on various subsets of the lexical set using: (a) all words in the corpus; (b)

excluding function words; (c) excluding bimorphemic words; and (d)

excluding function words and bimorphemic words. The final lists of C–V–C

and CV–VC probabilities were taken from the averages across the lists (a)

to (d).1

All non-words contained legal phoneme sequences for English. Although

/tEs/ ‘Tess’, /dZOIs/ ‘Joyce’, /lOIn/ ‘ loin’ and /rAIn/ ‘Rhine’ are real words,

it was assumed that their frequencies were low enough to function as

non-words for the purposes of the experiment. The presence of these real

words was unavoidable, given the restrictions on vowel quality, the require-

ment that pairs of words needed to contain the same coda consonant, and

because we wanted to test a range of coda consonants. In some dialects of

English, [pUl] is an accepted pronunciation of ‘pull ’ and [gEl] is acceptable
for ‘girl ’.

Neighbourhood density of stimuli. Neighbourhood densities of the non-

word stimuli were calculated based on two sources: the CDSC, and the

Webster’s dictionary (Webster, 1964). Results were the same from both

sources. Low phonotactic probability non-words had fewer neighbours than

their paired high phonotactic probability non-words. This was significant

based on the CDSC, t(10)=x8.22, p<0.001, one-tailed. This was also

significant based on the Webster’s dictionary, t(10)=x3.21, p<0.01, one-

tailed.

Adult word-likelihood rating of stimuli. To determine whether the stimuli

created here had the same phonological properties as in previous studies,

adult subjects were asked to judge the relative wellformedness of the CVC

non-words. Treiman et al. (2000) found that in non-word decision tasks,

young children and adults judge high phonotactic probability non-words as

more ‘word-like’ than low phonotactic probability non-words. Thus, the

prediction was that subjects would rate the non-words from this study in

the same way. Fifteen adult monolingual speakers of English were asked to

rate the non-words on a scale of 1–5, depending on the non-words’ relative

word-likelihood or how much they sounded like possible English words

[1] To check whether these calculations made any significant change on the status of the
phonotactic probabilities of the non-words used in this experiment, phonotactic prob-
abilities were recalculated using all words in the CVC corpus based on type and token
counts. Based on this recalculation, all low phonotactic probability non-words had lower
probabilities than their matched high phonotactic probability non-word pairs.
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(1=relatively poor English word and 5=relatively good English word). An

analysis by subjects revealed that participants were more likely to judge

high phonotactic probability non-words as more word-like (M=37.27,

S.D.=8.22) than their paired low phonotactic probability non-words

(M=34.4, S.D.=5.36). This difference was significant (t(14)=x1.92,

p<0.05, one-tailed). An items analysis also revealed that high phonotactic

probability non-words were considered to be more word-like (M=32.64,

S.D.=4.13) than their low phonotactic probability non-words pairs

(M=29.64, S.D.=8.1). This difference, however, was not significant,

t(10)=x1.18, p=0.13, one-tailed. The lack of a significant effect by items

is probably due to the fact that some of the low probability non-word

stimuli are low frequency English words (e.g. ‘Joyce’).

Adult productions of coda in non-words stimuli. A pilot study was also

conducted with five monolingual English-speaking adult subjects to ensure

that they could correctly perceive and produce codas in both the low and

high phonotactic probability non-words, and were therefore suitable to test

with children. Adults were presented with the pre-recorded stimuli and

asked to repeat the names of the animals. Only one coda error on these

stimuli was made, in which /nin/ was produced as [nid] ‘need’.

Procedure

The experiment consisted of a non-word repetition task. Children were

presented with pre-recorded non-words and their corresponding pictures

of nonsense animals on a computer using PowerPoint. The pre-recorded

non-words were played over a set of speakers. Non-words were presented in

a randomly ordered list. All children received the same randomised order,

along with 20 fillers consisting of VC non-words. These VC non-words

were made to test children’s production of English coda consonants in the

absence of a preceding onset, which might induce place of articulation

changes in the following coda. However, the phonological composition of

these non-words were like English function words (short vowel+coda) and

it was decided that they were not enough like English content words to

warrant analysis. Participants were tested in the Language Acquisition Lab

at the University of Arizona with the exception of 5 participants who were

tested in their homes, and sessions were videotaped and DAT recorded,

respectively. All sessions were transcribed on-line and checked afterwards

by a research assistant naı̈ve to the goal of the experiment. Agreement

between the two transcribers was calculated as 98.94% (based on 17% of the

data).

Children were told that they would be shown pictures of funny animals

and that their job was to repeat the names of the animals. They were given

two practice items of a bear and a pig. Once the child mastered the task, the
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experiment began. Children were allowed to hear repeated presentations of

the stimuli. However, if a child appeared disinterested in a particular

stimulus after one or two repetitions, the experimenter went on to the next

item.

RESULTS

Data coding

Responses were coded into five bins, based on broad transcriptions of

children’s productions: coda produced correctly (Correct), coda produced

incorrectly (Incorrect), no coda produced (No Coda), no response (No

Response), and real word response (Real Word). Examples of coding are

illustrated with the pair /tSUd/ and /gEd/. The responses [tSUd] or [tUd], and
[gEd] were coded as correct; [tSUt], [tUts], [gEde] and [gEdZ] as incorrect,2

[tSU] and [gA] were coded as No Coda responses, and [tUtS] ‘ touch’ and

[dEd] ‘dead’ were coded as Real Word responses. The criterion for Real

Word response was based on whether the children’s production occurred in

the CDSC. Based on this criterion, real word responses such as ‘choice’ and

‘test ’ were excluded, but infrequent real word responses such as ‘chug’ for

/tSUd/ were not excluded. In the latter case it was assumed that these real

word productions were the result of speech production errors and not a real

word substitution. Only children’s first response was recorded. Results by

items are given in Table 1. Although all children completed the entire ex-

periment, a subset of the children lost interest towards the end; therefore,

certain items have more non-responses than others.

Because there were an unequal number of No Responses in the low vs.

high phonotactic probability non-words, a weighted statistic of children’s

correct coda responses was calculated, both by subjects and by items. This

was computed by taking the number of non-words produced with the coda,

divided by the number of times the non-word with the coda could have

been produced. This proportion was then multiplied by the number of

correctly produced codas. For example, in an items analysis, the non-word

/tSUd/ was produced 27 times (two of the 29 subjects did not produce a

response). This proportion was then multiplied by the number of times the

[2] There were fourteen cases in which there was vowel epenthesis. In eight of these cases,
the identity of the target coda was different. In six of these cases the target codas was
identical to the output form: two in low phonotactic probability non-words, and four in
high phonotactic probability non-words. These correct ‘target codas’ were considered
incorrect productions because of their presumed syllabification in the disyllable form
(the intervocalic consonant forms the onset of the second syllable. This has been argued
to be a strategy children use to avoid producing codas – a vowel in inserted after final
consonants, e.g. CVC.pCV.CV (Demuth & Fee, 1995).
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coda was correctly produced ((27/29)*7). The weighted response is given

by subjects in Table 2, and by items in Table 3.

Analyses

Two sets of analyses were performed on the data. In keeping with the main

goal of the experiment, the first analyses tested the hypothesis that phono-

tactic probability influences children’s coda production. Four follow-up

analyses tested alternative accounts of the effect of phonotactic probability

revealed by the first analyses. In keeping with the secondary goal of the

study, a third and final set of analyses was performed to compare the

current results with those from previous studies. Analyses in the third set

focused on rhyme production and the relation of age and vocabulary size to

coda production accuracy.

Beginning with the most direct test of the hypothesis that phonotactic

probability affects young children’s coda productions, the first analyses

examined children’s accurate coda productions. An analysis by subjects

revealed that children were more likely to produce codas accurately in high

phonotactic probability non-words (M=3.82, S.D.=2.19) than in low phono-

tactic probability non-words (M=2.66, S.D.=1.71). This difference was

significant, t(28)=x3.59, p<0.001, one-tailed paired t-test. Eight of the

11 items were also produced more accurately in the high probability non-

words (M=9.60, S.D.=4.61) than in the low probability version (M=6.48,

S.D.=3.77). This difference was also significant, t(10)=x2.48, p<0.05,

TABLE 1. Response type for low and high phonotactic probability

non-words, by items

Phonotactic
probability

Response type

Correct Incorrect No coda No response Real word

Low High Low High Low High Low High Low High Low High

tSUd gEd 7 11 16 8 1 1 2 0 3 9
pUl gEl 3 13 9 2 13 4 0 1 4 9
dZUs tEs 13 16 4 4 0 0 10 8 2 1
T�g sIg 7 14 20 9 1 2 0 0 1 4
zEv dIv 5 5 14 11 2 0 8 10 0 3
SU‰ bI‰ 6 11 10 9 3 0 8 6 2 3
gim bom 8 3 7 6 2 1 1 1 11 18
von nin 6 14 7 1 3 1 0 0 13 13
dZOIs fAIs 17 18 4 4 2 1 1 3 5 3
lOIn rAIn 5 8 3 2 1 4 9 10 11 5
mOId nAId 8 9 7 7 1 3 12 9 1 1

Total 85 122 101 63 29 17 51 48 53 69
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one-tailed paired t-test. Another analysis was done which included children’s

correct codas from Real Word responses. These analyses were also based

on the weighted statistic described above. Under this analysis, children

produced significantly more codas in high phonotactic probability non-

words (M=4.56, S.D.=2.61) than in low probability non-words (M=3.86,

S.D.=2.4); t=(28)=x1.88, p<0.05, one-tailed paired t-test. Eight out of

11 items were also produced more accurately in the high probability non-

words (M=11.44, S.D.=5.14) than in the low probability non-words

(M=9.51, S.D.=5.98); however, this difference was not significant,

t(10)=x1.09, p>0.05, one-tailed paired t-test. The lack of a reliable item

effect is in part due to the pair /gim/ /bom/, which patterned in the opposite

direction. Children often produced these non-words as [gem] ‘game’ and

[bon] ‘bone’, respectively.

TABLE 2. Weighted response by subjects, for correct codas in low and high

phonotactic probability non-words

Subject

Correct

Low High

1. 0.82 3.00
2. 2.00 4.00
3. 1.09 1.09
4. 0.00 3.64
5. 3.00 4.00
6. 0.55 0.45
7. 4.00 6.00
8. 1.36 1.09
9. 1.00 6.00
10. 1.82 5.00
11. 3.00 3.64
12. 5.00 7.00
13. 0.00 1.64
14. 3.00 2.00
15. 3.64 3.82
16. 2.00 4.00
17. 3.00 4.00
18. 4.00 6.00
19. 3.64 1.82
20. 1.09 1.91
21. 5.00 2.00
22. 4.00 8.00
23. 5.00 7.00
24. 5.00 4.00
25. 5.00 6.00
26. 3.00 5.00
27. 0.36 0.27
28. 5.00 7.00
29. 0.91 1.36
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The above analyses are consistent with the hypothesis that a non-words’

phonotactic probabilities influences children’s accuracy of coda production.

However, other accounts may be possible. The difference in children’s coda

productions across the low and high pairs might be driven by the onsets’

place of articulation, the onsets’ manner of articulation, the onsets’ age of

acquisition, or a combination of onset characteristics, which varies across

the members of the pairs. The following analyses examine whether support

for these four alternative hypotheses is found in the data.

With respect to the onsets’ place of articulation (POA), nine of the 11

pairs had at least one member with a different POA in the onset and coda.

In the case of consonant harmony (specifically progressive harmony), if the

codas in low phonotactic probability non-words are more likely to assimilate

to their onsets’ POA, this might account for why children were less accurate

at producing codas in the low phonotactic probability non-words. The rel-

evant pairs can be seen in Table 4. To evaluate this hypothesis, children’s

productions were examined to determine whether any incorrectly produced

coda could be attributed to the onsets’ POA. For example, with the non-

word /gEd/, the onset has dorsal POA and the coda has coronal POA. If a

child produced [k] in coda position, as in the case of [gEk], the child has

made an error in the codas’ POA. The coda now has the same POA speci-

fication as its preceding onset. Real Word responses were not included in

this analysis.

There were more errors in children’s POA productions in low versus

high phonotactic probability non-words that could potentially be attributed

to the onsets’ POA (17 vs. 8). A closer look at children’s responses showed

that in only eight of these responses (when children produced a coda

TABLE 3. Weighted response by items, for correct codas in Low and

High PP non-words

Phonotactic probability Correct

Low High Low High

tSUd gEd 6.52 11.00
pUl gEl 3.00 12.55
dZUs tEs 8.52 11.59
T�g sIg 7.00 14.00
zEv dIv 3.62 3.28
SU‰ bI‰ 4.34 8.72
gim bom 7.72 2.90
von nin 6.00 14.00
dZOIs fAIs 16.41 16.14
lOIn rAIn 3.45 5.24
mOId nAId 4.69 6.21
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response with POA harmony), the coda in the corresponding non-word pair

was also produced correctly. For a conservative analysis to determine

whether these eight cases could change the outcome of the results, a re-

analysis was done in which children’s response for the pair was treated as a

No Response. For example, one subject produced /T�g/ as [t�t] and /sIg/ as
[tIg]. The responses for the pair /T�g/ and /sIg/ were both re-coded as No

Response, and the weighted statistic was recalculated. A subjects analysis

revealed that children were still significantly more likely to produce codas

accurately in high phonotactic probability non-words (M=3.5, S.D.=1.99)

than in low phonotactic probability non-words (M=2.55, S.D.=1.68),

t(28)=x3.24, p<0.01, one-tailed paired t-test. This held across an items

analysis, where codas were produced more accurately in the high prob-

ability non-words (M=8.78, S.D.=4.35) than in the low probability version

(M=6.24, S.D.=3.82), t(10)=x2.2, p<0.05, one-tailed paired t-test.

Therefore, the alternative POA analysis does not challenge the hypothesis

that coda productions are influenced by phonotactic probability.3

With respect to the onsets’ manner of articulation (MOA), five of the 11

pairs had identical MOA: (/pUl/ /gEl/, /T�g/ /sIg/, /gim/ /bom/, /lOIn/ /rAIn/,
and /mOId/ /nAId/). Of these five pairs, four showed the predicted effect

TABLE 4. Codas undergoing consonant harmony that could be attributed

to the preceding onsets’ place of articulation

Phonotactic probability

Low HighLow High

tSUd gEd n/aa 3
pUl gEl 0 0
dZUs tEs n/a n/a
T�g sIg 4 0
zEv dIv 5 5
SU‰ bI‰ 4 0
gim bom 1 n/a
von nin 3 n/a
dZOIs fAIs n/a 0
lOIn rAIn n/a n/a
mOId nAId 0 n/a

Total 17 8

a Onset and coda already share place of articulation.

[3] Previous research has shown that regressive harmony occurs more often than progress-
ive harmony (e.g. Pater & Werle, 2001). This was not found across the low and high
probability non-words. There were 13 cases of regressive harmony and 25 cases of
progressive harmony. A further observation not attested is the preference for coronals
to be targeted for assimilation (e.g. Pater & Werle, 2001). There 11 cases of coronal
assimilating (5 initial, 6 final) and 27 cases of non-coronal assimilating (8 initial and
19 final cases).
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where codas in high phonotactic probability non-words were produced

more accurately than codas in low phonotactic probability non-words. Six

of the 11 pairs differed in the MOA: (/tSUd/ /gEd/, /dZUs/ /tEs/, /zEv/ /dIv/,
/SU‰/ /bI‰/, /von/ /nin/, and /dZOIs/ /fAIs/). For example, in the pair /zEv/
/dIv/, the non-word /zEv/ begins with a fricative, whereas /dIv/, begins with

a stop. Of these six pairs, four showed the predicted effect of phonotactic

probability on coda production. Given that the predicted effects were

obtained regardless of whether pairs had differences in MOA, it is unlikely

that this variable can account for the phonotactic probability effects observed

in children’s productions.

With respect to age of acquisition, some onsets across the low phonotactic

probability pairs contain late-acquired phonemes. For instance, the onset

/tS/ in the low phonotactic probability non-word /tSUd/ is acquired later

in English than the onset /g/ of the matched pair /gEd/ (Smit, Hand,

Freilinger, Bernthal & Bird, 1990). Note that children were not evaluated

on how they produced the non-words’ onsets, i.e. children’s production of

/tSUd/ as either [tSUd] or [tUd] was coded as a correct production of /d/. If we

assume that late acquired consonants are articulatorily more difficult, it is

possible that children’s difficulty in producing a late acquired onset ‘costs’ a

degree of articulatory movement, memory or processing load. This in turn

might have affected children’s ability to produce the codas correctly. To

more directly test the hypothesis that accuracy of onset production is

negatively related to accuracy of coda production, a Pearson correlation was

performed on correct onsets and correct codas for the 11 low phonotactic

probability non-words. The hypothesis was not supported (r(9)=0.26,

p>0.05, one-tailed). In fact, the coda the children produced least accurately

was in the non-word /pUl/, which contains an onset that is acquired rela-

tively early.

As a final search for an alternative explanation to the pattern of coda

productions observed, we can combine the analyses of MOA and late

acquired phonemes. We took a closer look at the low phonotactic probability

member in the six pairs that differed from their matched pair on MOA and

age of acquisition: (/tSUd/, /dZUs/, /zev/, /SU‰/, /von/, and /dZOIs/). In three

of these non-words, when children produced the onsets accurately, they

produced the codas less accurately: /tSUd/, /SU‰/ and /dZOIs/. However, the

other three cases show the opposite pattern, in which children were more

accurate at producing codas when the onsets were also produced correctly :

/dZUs/, /von/ and /dZOIs/. In summary, the best available explanation for the

data in the current study is that phonotactic probability had a significant

impact on children’s production of coda consonants.

The second goal of the current study was to compare the results with

those of earlier studies. In particular, we examined children’s rhyme

productions to determine if they showed similar patterns as those observed
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in coda productions. We also sought possible correlations between age,

vocabulary and effects of phonotactic probability. We performed several

analyses to determine the effects of phonotactic probability on rhymes,

effects that were not found in older children by Beckman & Edwards (2000).

Using the weighted statistic described above and with Real Word responses

excluded, an analysis by subjects revealed that subjects were more likely to

produce rhymes accurately in high phonotactic probability non-words

(M=3.03, S.D.=1.87) than in low phonotactic probability non-words (M=
1.87, S.D.=1.44). Twenty-one children produced rhymes more accurately

in high phonotactic probability non-words, five children produced rhymes

equally correct across the pairs, and three children produced more rhymes

accurately in the low phonotactic probability non-words. This difference

was significant (t(28)x3.74, p<0.001, one-tailed). Nine of the 11 items

were produced more accurately in the high probability (M=7.67,

S.D.=3.83) than in the low probability version (M=4.52, S.D.=1.83), which

was a significant difference (t(10)x2.94, p<0.01, one-tailed). The same

pattern of results were observed when Real Word responses were included.

Possible reasons for the differences found in the two studies are presented in

the discussion.

With respect to the relation of age to coda production, we found a

significant correlation between subjects’ ages and the total correct codas

produced across low and high phonotactic environments, such that older

subjects gave more correct responses, r=0.48, n=27, p<0.01, two-tailed.

A scatter plot of these results is given in Figure 1.
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Fig. 1. Children’s correct production of coda consonants collapsed across low and
high phonotactic probability words as compared to subjects’ ages in months.
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Separate correlations were performed on the relation of age to coda

production in low and high phonotactic probability environments (r low

probability=0.34, p<0.10; r high probability=0.50, p<0.01). To determine

whether children performed quantitatively different on their productions

of codas in the low and high phonotactic probability pairs, subjects’ ages

were correlated to the proportion of correct codas produced in high

phonotactic probability non-words. The correlation was not significant,

r=0.12, n=27, p>0.05, two-tailed. A scatter plot of this relation is given in

Figure 2.

Lastly, analyses determined whether the effect of phonotactic probability

in children’s productions is also a function of children’s vocabulary size,

as measured by the Vocabulary Checklist of the CDI (Fenson et al., 1993).

Children’s ages and vocabulary sizes were first correlated; however, no

significant relation was found between the two, r=0.04, n=27, p>0.05,

two-tailed. There was also no correlation between children’s vocabulary size

and the number of codas produced correctly (r=0.18, n=27, p>0.05, two-

tailed) or between children’s vocabulary size and the difference between codas

produced in low and high phonotactic probability non-words (r=0.23,

n=27, p>0.05, two-tailed). Given that the study by Edwards et al. (2001)

looked at effects of phonotactic probabilities on children’s production of

CV, CC and VC sequences rather than singleton coda productions, further

correlation analyses were done on children’s rhyme productions to parallel

the previous study. However, there was no correlation between children’s

vocabulary size and the numbers of rhymes produced correctly (r=0.17,
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Fig. 2. Proportion of correct codas produced in high phonotactic probability
non-words as compared to subjects’ ages in months.
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n=27, p>0.05, two-tailed) or between children’s vocabulary size and the

difference between rhymes produced in low and high phonotactic prob-

ability non-words (r=0.14, n=27, p>0.05, two-tailed). To summarize, al-

though younger children produce fewer codas than older children, children

at all of the ages tested appear to produce more codas in high over low

phonotactic probability non-words.This appears to be a function of children’s

age, rather than their vocabulary size, given that no significant relationship

was found between children’s productions and the size of their lexicons.

DISCUSSION

There were two central goals of the experiment. The first goal was to

determine whether children’s coda productions were a function of the

non-words’ probabilistic phonotactics. Children were significantly more

likely to produce the same coda in high phonotactic probability non-words

than in low phonotactic-probability non-words. These results are consistent

with the hypothesis that phonotactic probability is a predictor of coda

production in English. Moreover, this finding provides further evidence for

the role of the input and the distribution of sound patterns in the ambient

language as a basis for phonological acquisition. The results show that

children do not just progress from deleting codas to eventually producing

them (Jakobson, 1941/1968) or even that children do not just produce more

frequent codas before infrequent codas (Stoel-Gammon, 1998; Zamuner,

2003). Rather, the results illustrate that children differentially produce the

same coda depending on the non-word’s phonotactic environment.

The second goal was to compare results from this experiment against

previous research. One comparison was to the results on rhyme production

from Beckman & Edwards’ (2000) study. The results of this experiment

differ from those in Beckman & Edwards’, who found a significant effect

of phonotactic probabilities in children’s non-word onsets and clusters

productions, but not in children’s rhyme productions. In the current study,

a significant effect of the non-words’ phonotactic probabilities was found

on children’s rhyme production. Several reasons might account for this

discrepancy. Beckman & Edwards write that familiar non-words were

often made into real words, e.g. the final syllable in the familiar non-word

/bed"og/ was produced as ‘dog’. A higher proportion of real word substi-

tutions with familiar rhymes might account for why no effect was found,

especially given that they did find an effect of familiarity on rhyme pro-

duction with children with phonological disorders. Another reason why

differences were found between the two studies has to do with the nature

of the stimuli. Beckman & Edwards’ stimuli were identical except for the

rhymes, whereas the stimuli in this experiment had varying onsets. To

illustrate, take the low and high non-word pair in Beckman & Edwards’
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stimuli of /bed"ug/ and /bed"og/, vs. /T�g/ and /sIg/, respectively. Because
their stimuli were more controlled, the overall segmental positional prob-

abilities of the non-word stimuli would also be more similar. Therefore, the

overall structure of the non-words were not identical across the experi-

ments, and they are not completely comparable. Beckman & Edwards also

did not include late acquired phonemes in their stimuli, such as /T/, which

was included in this experiment. It is less likely that this factor can account

for the differences between experiments. Although a few late acquired

phonemes were included in this experiment in onset position, subjects were

not penalized for mispronunciations of onsets. Additional analyses also

showed that the accuracy of children’s onset productions was not negatively

correlated to the accuracy of children’s coda productions. A third difference

was that Beckman & Edwards’ stimuli contained disyllabic and trisyllabic

non-words, e.g. /ged"otup/ and /ged"otaup/, whereas, the current study only

used monosyllables. Therefore, some rhymes in Beckman & Edwards’ ex-

periment were in unstressed position, whereas the stimuli in this exper-

iment were always stressed. It could be then that children are worse at

producing unstressed syllables, so much so that any potential effects of

unfamiliarity and familiarity were masked. Again, this account seems less

likely because they also found that children with phonological disorders

showed effects of familiar vs. unfamiliar with these same stimuli. Children

with phonological disorders also have difficulty producing unstressed syl-

lables (Goffman & Smith, 1999; Carter & Gerken, 2003), so one would

expect them to have similar difficulties to the children with normal devel-

opment.

In keeping with the second goal of the experiment, we also looked at

possible relationships between age and effects of phonotactic probability on

children’s coda productions. In this experiment, an attempt was made to

include subjects as young as possible (1;8) to determine whether their

performance would differ from older children’s performance (2;3–2;4).

In fact, younger children performed quantitatively, but not qualitatively

differently. That is, the same pattern of responses held across the different

aged subjects, though the younger participants gave fewer responses overall.

Thus, these results are consistent with results found in previous exper-

iments looking at the productions of older children (Treiman et al., 2000;

Munson, 2001). Lastly, previous research also noted that children with

higher productive and receptive vocabulary scores had smaller influences

of frequency than children with smaller vocabularies (Edwards et al., 2001),

yet no significant relationship between the two was found in this study. One

of the major differences between the studies is the age range of the subjects.

Children in the previous study were between the ages of 3;2–8;10. Children

in this study were aged 1;8–2;4, and at the beginning stages of word pro-

duction. There was very little variation in subjects’ vocabulary scores in the
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current study. Seventeen of the 29 subjects had vocabulary scores within

half a standard deviation from the mean. Therefore, it is very likely that the

reason why no relationship was found between vocabulary scores and phono-

tactic probability is because the subjects’ vocabulary size in this study were

too homogenous.

Another reason for the differences seen across the studies might be in the

nature of the stimuli. In the previous study, children were tested on CV,

CC and VC sequences and within the set of low phonotactic probability

non-words, sequences comprised both attested and non-attested forms.

Further analyses showed that children with higher vocabulary scores pro-

duced both attested and unattested forms more accurately than children

with low vocabulary scores. Based on this, Edwards et al. argue that children

with higher vocabulary scores have more robust generalizations and rep-

resentations which are independent of context, given that these children

produced unattested sequences equally well as attested sequences. Note that

children in this study were compared on their productions of identical codas

across high and low probability environments. It could be then that any

potential differences in the strength or nature of children’s phonological

representations based on vocabulary size, might not be sensitive enough to

measures of how the same coda is produced. This account seems less likely,

however, because rhyme analyses were also done for children’s responses in

this experiment, and there was no significant relationship between subjects’

vocabulary scores and proportion of rhymes produced correctly. An

increased number of subjects from a younger age and with a wider range of

vocabulary scores are needed to further examine the relationship between

children’s lexicon size and their production abilities.

An alternative account for the findings of this study is that children’s

errors were based in perception rather than in production. It was assumed

in this study that children were able to correctly perceive the non-words’

codas. This assumption was based on the adult pilot experiment in which

adults were able to correctly perceive and produce the codas. Further evi-

dence to suggest that children were able to correctly perceive the stimuli

comes from a study by Edwards, Fox & Rogers (2002), who found that

children as young as 3;0–4;0 performed above chance in discriminating

between the minimal pairs ‘cap’ and ‘cat’ or ‘tap’ and ‘tack’. Other studies

from infant speech perception have shown that infants as young as seven

and a half months are able to discriminate minimal pairs which differ only

on the place of articulation of the final segment (Tincoff & Jusczyk, 1996).

Because infants and children are able to perform the task, this suggests that

children’s perception of final consonants is quite good. It is still possible

that some errors are based in perception. In this case, codas in low phono-

tactic probability environments would be less perceivable that codas in high

phonotactic probability environments. This is consistent with the theory
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that children’s experience with language influences their ability to perceive

and produce language. Further studies are needed to explore the role of

perception in the production task described in this study and in similar

studies.

The results obtained in this experiment are consistent with previous

research showing that infants, children and adults are sensitive to patterns

of probabilistic phonotactics, and that subjects show a preference for non-

words composed of high phonotactic probabilities. This research has used a

variety of tasks such as the Headturn Preference Procedure, judgements

of the relative well-formedness of non-words, reaction times, and memory

tasks; the results from this study extend this research into the productions

of young children between the ages of 1;8–2;4. Results of the experiment

presented here suggest that children’s productive language reflects children’s

experience with language more than previously believed in phonological

acquisition research. There are a number of ways in which the results can

be accounted for, which relate to children’s processing, representations, and

to children’s perception and production of language.

One explanation of children’s more accurate production of codas from

high probability phonotactic environments is that their performance reflects

acquired production templates, such that non-words which are similar to

acquired templates would have an advantage in the accuracy of production

(e.g. Gerken, 1994; Vihman & Velleman, 2000; Fikkert & Levelt, 2001). A

similar explanation is that children’s accuracy on the non-word repetition

task may reflect their sublexical representations, as suggested by Beckman &

Edwards (2000). Under this account, if children’s lexical representations are

stored as sub-units, they are then able to access more stable units with

increased accuracy. At the time of production, these non-words’ represen-

tations may have an advantage in that they can be accessed faster and more

accurately than other non-words that might not have as detailed represen-

tations. This suggests that children at this stage of language acquisition

might not yet have distinct phonemic representations of codas. That is,

young children might not have a context free representation of /d/, but

rather, they may have multiple representations of /d/, which are dis-

tinguished by different syllabic positions within words, and/or distinguished

with respect to the /d/’s phonotactic environment. The notion that children’s

early phonological representations are richly detailed would further illustrate

the continuity across development from infant speech perception to child

language production. Here, the representations that are built up during

infancy are reflected and have a role in children’s developing system. Results

from Fisher, Hunt, Chambers & Church (2001) further support this

hypothesis. This study found effects of auditory priming in children’s

productions between the ages of 2;4–2;7. Experience with sound patterns

improves children’s repetition of non-words, suggesting that children’s
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representations of sounds encode token specific details, and that knowledge

accumulates over time.

The results obtained in this study illustrate the importance of considering

the input in young children’s acquisition of phonology. Although the study

looks at children’s production of non-words, the results have broader

implications because phonological knowledge relates to the development of

lexical representations. Recent research looking at the composition of two

children’s developing lexicons between the ages of 2;6–3;6 has found that

children learn the most frequent sounds and sound combinations first

(Coady & Aslin, 2003). It is important to know then, whether children’s

production accuracy reflects the frequency of the sounds attempted.

Moreover, it is also important to look at the development of children’s

phonology across specific lexical items, which is the focus of recent studies

on lexical diffusion examining word frequency and neighbourhood densities

with respect to sound changes in children’s systems (e.g. Morrisette, 1999;

Gierut & Storkel, 2002; Storkel & Gierut, 2002). Focusing just on word

frequency, studies like that of Storkel & Gierut have looked at longitudinal

data on fricative development from children with functional phonological

disorders. They found that sound changes occurred more often on low

frequency words than high frequency words. This does not tell us, however,

whether children’s initial productions are more or less accurate on low or

high frequency words. However, it does illustrate that word frequency

(and neighbourhood densities) need to be considered when looking at how

children’s phonological systems develop. Regardless of the direction of the

effect, research in child phonology often collapses across word types, such

as looking at children’s acquisition of /d/ based on children’s productions

of the words ‘bad’ and ‘shed’. Yet, the frequency of the words ‘bad’ and

‘shed’ and the word’s segmental and positional probabilities differ. Conse-

quently, a distorted picture of children’s development would be obtained

based on these words, given that children differentially produce the same

consonants depending on the probability of sound patterns in the whole

word. In addition to controls for word frequency, analyses are also needed

of children’s phonological systems, given that these systems can influence

children’s perception and production of language. One could then determine

whether children’s phonological systems interact with their performance on

tasks like the one described in this paper. There is insufficient data from the

subjects tested in this study to make analyses or claims about their phono-

logical systems. This is a limitation of the current study. Although the

findings here require future studies to be more controlled, they will also

allow for a greater understanding of how children acquire language.

Specifically, the hope is that detailed analyses of sound patterns in the

ambient language will help account for variability seen in acquisition, which

has long been argued to require explanation. With finer grained analyses,
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what was previously unaccounted for and labelled as variation might now

be seen to reflect the input and the nature of children’s phonological

representations.
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